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INTRODUCTION
• Visual relationship recognition focuses on distinguishing the

interactions between object pairs.
• In this work, we propose a novel visual relationship

recognition model using language and position guided
attention(LPGA): language and position information are
exploited and vectored firstly, and then both of them are used
to guide the generation of attention maps. With the guided
attention, the hidden human knowledge can be made better
use to enhance the selection of spatial and channel features.

• Contributions

• We propose a novel LPGA module, where language and
position information are exploited to guide the generation of
more efficient attention maps.

• With guided attention, hidden human knowledge can be made
better use to enhance the selection of spatial and channel
features.

• With the LPGA module, our model achieves the state-of-the-
art performances on Visual Relationship Dataset, and keeps
consistent performances on Visual Genome.
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• Firstly, given one image, we use a pre-trained object detection
model to get the object regions, categories and their
bounding boxes.

• Then, the visual features extracted from backbone are fed
into three branches. One branch is fed into the union region
of object-pairs; two branches are fed into two object areas
respectively.

• Finally, concatenation operation is applied to get Fconcat
which are fed into the latter LPGA module.
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DISCUSSION

• With a single spatial or channel attention module, the model
makes great gains compared to the baseline model.

• While channel attention performs relatively well, the final
model still gets more gains combining spatial attention,
especially in the zero-shot set.

• Language and position information are better exploited as
attention weights in our LPGA module.
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Evaluation on VRD testing set.

• Language representations:

• Position representations:

𝑃(𝑝𝑠𝑢𝑏, 𝑝𝑜𝑏) ∈ ℝ14 is position encoding vector

• Spatial attention:

• Channel attention:

• Outputs:


