Speaker-Phonetic Vector Estimation for Short Duration Speaker Verification
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L. Introduction 4. Proposed Speaker—Phonetic Vector 5. Experimental Results
¢ State-of-art text-independent system includes i-vector representation.

~ - N p R ¢ The BUT group’s phoneme decoder of Hungarian language is

/
< Gaussian distribution is conventionally used to model distributions of latent 4 » . used to obtain phonetic posterior probabilities p(g|X)
variable for deriving i-vector representations. ‘ @‘ @ e . .
** Similar phonemes are grouped to form 14 phonetic groups

_ (i _ =
** Relaxing the Gaussian assumption can form vector representations with both \\ n=1... :\lzl{_ E\ c=4...,.C / k=L, K/J “ One Gaussian NV (my, By) is then assigned to each phonetic
phonetic and speaker meaning for each utterance. — group to fit the phonetic vectors
¢ Introduce mixture of Gaussians as priors | ,
% These representations is able to perform content matching that is beneficial for Table 1. Experimental resufts (EER %} of NIST SRE*2010 SCONV-105EC
short duration speaker verification. p(w) = X p(w|qr)p(qK) EER 9% results NIST SRE’ 2010 SCONV-10SEC
k - state index Male Female
plwlge) = N(my, Bi)  plax) = 1/K System 10s 5S 3s 10s | 5s 3s
2. Total Variability Model . Latent. variables and supervectors are distributed as mixture of 1| Baseline 512 | 1061| 1743 616 | 12.43| 18.90
0:0 I-vector generative mode| Gaussians 2 PrOpOSGd 534 1026 1426 668 1154 1652
D _ O i i Total Variability Model Speaker-Phonetic GMM 4| Fusion1+2 | 382 | 810 | 12.19] 4.94 | 8.90 | 14.15
He Heo c i e 5| LV system* | 4.40 | 8.99 | 14.06| 5.92 | 11.24| 15.31

** Prior distribution of latent variable w

p(a)) = N(0,1) Z - labeling variables;
¢ Latent variable x and corresponding x - feature frames;

supervectors (M;) are assumed to have i - means of the supervectors;

Gaussian distributions. w - latent variable;.
[ — utterance index;

¢ - mixture component in UBM;
p(w|X) < p(X|w)p(w) n - feature frame index.

** Proposed phonetic-speaker vector representation outperfor-
med i-vector baseline for shorter conditions.

¢ Substantial improvements are obtained by fusing phonetic-
speaker vector and i-vector systems in score level, showing
complementary behaviour.
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** Inference of i-vector

bility model. Phonetic-speaker vector outperformed it in
both single and fused systemes.

p(w|X) x p(X|w)p(w)

3. Phonetic I-vectors Analysis
** Phonetic I-vector clustering

p(w|X) = X p(w|q, X)p(qr|X)
p(w|qg, X) < p(X|w, qx)p(@|q;)p(qx)

*J. Ma, V. Sethu, E. Ambikairajah, and K. A. Lee, "Incorporating Local Acoustic Variability Information into Short Duration
Speaker Verification," Proc. Interspeech 2017, pp. 1502-1506, 2017

Demonstration of phonetic i-vectors clustering
02 _ .

+ phoneme a:

+ phoneme 2:

 Phonetic i-vectors are esti-
mated by using features
belong to same phonetic

phoneme i

6. Conclusion

Distributions of latent
variables are Gaussians

Distributions of latent variables are
mixture of Gaussians

N/

** i-vectors of different phonemes are not identically distributed.
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class. | This leads to i-vector representation having larger within-class
 Phonetic i-vector projected o : * covariance for short duration utterances.
by PCA. “* E|w|q, X] is the phonetic-speaker vector, w;, | | |
. C * The proposed phonetic-speaker vector representation is
* Different distributions found . l l l l | “ A bank of GPLDAs are used to compare phonetic-speaker derived by introducing mixture of Gaussians to  model
for different phonetic i- o o : " " e vectors. Scores are combined as: Y &
vectors. distributions of latent variables.
o ' it cient i ' Score(we, we) = Xy YiScore(wik, W)
Forh/m;)g duration utterances, it is not a problem due to sufficient information for e i 2+ The proposed method is able to perform soft content matching
each phoneme. .
_ tk . - L . . .
% For short duration utterances, i-vector biased toward some dominant groups and where y; = S N N¢y is the zeroth-order statistics of state k. and outperformed i-vector representation system in short

differ from one to another, resulting in larger within-class covariance. condition.
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