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 Goal  
• To learn robust corpus invariant feature representations for cross-corpus 

speech emotion recognition. 

 

 Approach 
• A general learning framework, called joint  transfer subspace learning and 

feature selection (JTSLFS), is presented. 

• To realize the coupled feature matching, we learn a latent common subspace 

by reducing the distribution difference and preserving the important 

properties of features. 

• To realize the feature selection, we impose an l2,1-norm on the projection 

matrix. 

• A graph regularizer, which considers the geometric structure of  data, is 

further presented to improve the recognition performance. 

1. Overview 

• Many statistical methods have been successfully adopted  for speech emotion 

recognition. However, In practice, since emotional speech utterances are 

often collected in different environments, e.g., noises, languages, we have to 

face the cross-corpus speech emotion recognition problem. 

 

• Many adaptation algorithms popular in speech/speaker recognition fields, e.g., 

feature normalization, maximum a posteriori (MAP), joint factor analysis (JFA), 

vocal tract length normalization (VTLN), have been used in speech emotion 

recognition. They can obtain better recognition performance than traditional 

algorithms. Nonetheless, these methods require a large amount of training 

data, which is hard to collect in practice, and do not take into account the 

``corpus bias'' problem. 

 

• Recently, one major research direction focuses on addressing the “corpus 

bias” problem via domain adaptation and transfer learning algorithms, 

However, these algorithms focus on finding the common feature 

representations to  cope with the  feature matching problem,  and  do not 

consider the importance of  feature selection together. 

2. Related work   

 The objective function of JTSLFS 
The proposed JTSLFS algorithm aims at learning a projection matrix P to 

map the features of different corpora into a common low-dimensional 

subspace, while the l2,1-norm is imposed on the projection matrix to perform 

feature selection. Moreover, a graph regularizer is further introduced to 

improve the recognition performance.  

 
The objective function can given as 
 
 
• The 1st term: subspace learning;   
• The 2nd term: l2,1-norm; 
• The 3rd term: MMD regularization; 
• The 4th term: graph regularization 

3. Our proposed  JTSLFS approach 

 Optimization 
The optimization problem contains the l2,1-norm , which is non-smooth and 

cannot get a closed form solution. Consequently, an iterative algorithm is 

presented. 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Data sets and compared algorithms 
• The EMO-DB and eNTERFACE emotional databases are used. 

•  The methods that we evaluate are listed below: Conventional  method, Baseline 

(single-corpus recognition), Transfer sparse coding (TSC), Transfer  NMF 

(TNMF), Transfer subspace learning (TSL), Our proposed JTSLFS without graph 

regularization (TSLFS), Our proposed JTSLFS  approach (Ours). 

 
 Experimental results 
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test1: the training dataset is EMO-DB, and the testing data is eNTERFACE,  
test2: the training dataset is eNTERFACE, and the testing data is EMO-DB. 
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