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Distributed Maximum Likelihood using Dynamic Average Consensus

Problem Formulation

• Consider a sensor network 

• Sensor measurements

• Maximum likelihood solution

• Objective is to solve the above problem using only 

local interactions such that each agent recovers the 

global minimizer.

Existing Algorithms

– Distributed Subgradient Method

– Distributed Alternating Direction Method of Multipliers 

– Zero Gradient Sum (ZGS) algorithms

– Exact first-order algorithm (EXTRA)

– Distributed dual subgradient methods

Main Results

Centralized solution

Distributed implementation of the algorithm requires
- Agents reach consensus on initial value

- Calculating the global gradient sum (average) 

Proposed solution
- Static average consensus algorithm reach 

agreement on initial value

- Dynamic average consensus algorithms to reach 

consensus on the descent direction

Distributed Algorithm

Example

• Distributed event localization using acoustic sensor 

network (direction of arrival measurements)

Conclusions

• Not an other distributed optimization algorithm

• Can be easily applied to higher order schemes

• The proposed distributed algorithm recovers the 

centralized localization accuracy exponentially fast

• Future work: Consider privacy preserving protocols 

& event-triggered communication schemes

Static average consensus

• Exponential convergence of the algorithm

Dynamic average consensus 

• Continuous-time version of centralized algorithm

• Let 

• DAC algorithm allows the agents to reach 

consensus on the average 

• DAC-error:

• Proposed DAC algorithm
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