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Problem Formulation

* Consider a sensor network
o Connected undirected network of n nodes G (V, &)

e {0, 1}mnxn

o Degree matrix: A = diag (AL,,)

bi;] € {—1,0,1}"
o Laplacian: £L =D — A = BB*

o Adjacency matrix: A = [a;;]

o Incidence matrix: B =

e Sensor measurements

where @ € R", w; ~ N (0, R;), and h; (-) : R" — R™ is local.

« Maximum likelihood solution
I |
= min Z:Zl fi (0)

where f; (6) £ - (z; — h; (6))" B (2 — b ().

* Objective Is to solve the above problem using only
local interactions such that each agent recovers the
global minimizer.

Existing Algorithms

— Distributed Subgradient Method
— Distributed Alternating Direction Method of Multipliers
— Zero Gradient Sum (ZGS) algorithms
— Exact first-order algorithm (EXTRA)
— Distributed dual subgradient methods

Main Results

Centralized solution .
oF+1 — gk _O‘Z v/, (ékz) 90
=1

where V f; (ék) — (Hf)TR,L-_l (h@- (ék) — z@-)
oh; .
59 (¢")
Distributed implementation of the algorithm requires
- Agents reach consensus on Initial value
- Calculating the global gradient sum (average)

Proposed solution
- Static average consensus algorithm reach
agreement on initial value
- Dynamic average consensus algorithms to reach
consensus on the descent direction

o > 0 is the step size, and sz
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Static average consensus
* EXxponential convergence of the algorithm

Lemma 1 Let the vector of the wvalues of all the nodes
y(t) € R™ be the solution of the following differential equa-

on: y(t) =—Ly(t), y(to) = yo.

Then, all the nodes of the graph globally, asymptotically
reach an average consensus value y = lTyO with an expo-
nential rate of Kk = Ao(L), i.e., || (%) HgH d(to) || exp(—kt),
where 8(t) = y(t) — y1,.

Dynamic average consensus
» Continuous-time version of centralized algorithm

o(t) = —azn: v/, (é(t)) O(ty) = 6°.

e Let ¢;(t) = Vf; ( i (1 )) c R", 0, (t (t)’s are the local solutions

 DAC algorithm allows the agents to reach
consensus on the average

1 n
= Z i (t)
 DAC-error: ) = )
%(t) £ x(t) — 1,, ® ¢(t)

where x;(t) € R" denote node i’s estimate of ¢(t),
dt) 2 [6T(t) ... oL()] eR™
x(t) 2 [27(t) ... 2T(@)]" eRrr

n

* Proposed DAC algorithm

z(t) = —Bsgn {(B" @ I.)x(t)},
x(t) = (B I,.) z(t) + ¢(1),

z(t) € R is the internal estimator state

Z(lo) — 2,

Theorem 1 For any connected undirected network, given
SUD;¢ 1, .00) IBTh(t)]|oo < ¢ < 00, the robust DAC algo-
rithm guarantees that the average consensus error, X(t),
converges to zero in finite time for any initial condition
7o, if the estimator input gain B is selected that 3 >
Ag(gBT) , where Ao (-) is the smallest non-zero ez’genfualue.

More specifically, we have x(t) = 0 for allt >
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Distributed Algorithm

z(t) = —Bsgn{(B" ® I.)x(t)}
x(t) = (B® I.)z(t) + ¢(1),
where 7 is the static average consensus gain,
2 [97T(),...,0T()] eR™

Theorem 2 For any connected undirected network, the

distributed algorithm converges to the centralized solu-
[x(to)]l2

VA2 (BBT)

Z(tO) = 40,

& is the step size, O(t)

tion trajectories exponentially fast for all t >

Example

 Distributed event localization using acoustic sensor
network (direction of arrival measurements)

(7=5)
z; = arctan + w;

— Sz

, n =7, and

Here 0 = [T,,T,]" = [200, —300]"
R;=10"2%Vie{1,...,7}
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Figure 1: Simulation scenario and mean-square errors obtained

from 10° Monte Carlo runs.

Conclusions

* Not an other distributed optimization algorithm

* Can be easlily applied to higher order schemes

* The proposed distributed algorithm recovers the
centralized localization accuracy exponentially fast

* Future work: Consider privacy preserving protocols
& event-triggered communication schemes
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