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Problem formulation

There are in total M distinct discrete distributions p1, ..., pps and a testing sequence y, which
consists of n i.i.d. samples generated by one of the M distributions.

e Which is the distribution that generates the test sequence?
e p;'s for i > My are unknown;

e for an unknown p;, a training sequence t; is available.

Review of Existing Work

For parametric model, to make sequence detection between two distribution p1 and p», the
optimal test is the likelihood ratio test (LRT), and the optimal error exponent is the Chernoft
information C(p1, p2). [1]

For universal outlier hypothesis testing, the error exponent of GLRT is determined by the
Bhattacharyya distance between the typical and outlier distributions. [2]

Testing

length of y

e [J(-||-) denotes the KL divergence given by

D(pl|q) =

Main Result

Theorem 1.

Apply test (T) to the nonparametric multiple hypothesis testing problem. The error expo-
nent of the maximum error probability is given by

min e; j,
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where e; j is given as tfollows.
eFori<Myandj< My, e;j= Clpipj)
eFor i < Mjand > M,

e; ;i = min D(q
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s.t.  Diqg

where A = {q : dey qgly) =1,0
e For i > My and j < My,

e;;=min Clg;, p;)+ BD(g;llp;);
i,] 2 EA (/l/j) BD(qil|p;)

eFor i > Mjand > M,

eij= min_ D(ql||p;) + BD(qil|pi) + BD(q|l|p)
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s.t.  D(qllgj) = D(qllq).

Main Result(continued)

e ((-,-) denotes the Chernoff information given by
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e 3 denotes the ratio between the lengths of training and testing sequences, B = limp— 0 5-

Corollary.

1.1t B> 0, test (T) is exponentially consistent. Especially, if B — o0, the error exponent
goes to ming; ;L C(pi, pj), which is optimal.

2.1t B =0 and My < M, the test (T) is not exponentially consistent.

Computation of Error Exponent

e Approximation of error exponent (2)

min Glg,qj) =

qgllpi) + BD(qg;|lp
o, D(ql|pj) + BD(q,l|p))

+1(D(qllq;) — D(qllpy).
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Numerical Experiment
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Fig.2: Impact of the ratio B = of the
training and testing sequences on
error decay performance.

Fig.1: Impact of the Chernoft information
on error decay performance.
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