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Transform coding

quantization entropy coding 010…10

encoding

transform

transform KLT DCT

• if images ~ highly correlated 
GM process, almost optimal

• image independent

:

• if image pixels ~ Gaussian, 
optimal

• not image independent

need to transmit KLT basis no need to transmit DCT basis
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Learning alternative transforms

• Discovering alternative transforms
• Suitable for image compression

learning with rate-distortion optimization.

𝑔𝑒 . ; 𝜽 quantization 𝒬 𝑔𝑑 . ; 𝝓

Training encoding-decoding graph

𝑫 + 𝜸 𝑹 , 𝛾 ∈ ℝ+
∗
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Test

𝑛 rates for compression

• Varying the quantization at test time?            Learning and storing one transform instead of 𝑛.
• Learning jointly the quantization and the transform?            Towards optimality?

From classical to universal
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I – Autoencoder for image compression

𝑿 𝑔𝑒 . ; 𝜽

𝒀  𝒀

𝑚

𝑤

ℎ

 𝑿𝒬 𝑔𝑑 . ; 𝝓

min
𝜽, 𝝓

𝔼 𝑿 − 𝑔𝑑 𝒬 𝑔𝑒 𝑿;𝜽 ;𝝓
2

2
+ 𝛾 𝔼  

𝑖=1

𝑚

−
1

ℎ × 𝑤
 

𝑗=1

ℎ×𝑤

log2  𝑝𝑖  𝑦𝑖𝑗

empirical entropy of the 𝑖th feature map in 𝒀

𝐷 𝑅+ 𝛾
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𝒬 ′ 𝑢 = 0 𝜽 cannot be learned via gradient-based methods

𝒬 𝑢

𝑢

approximating 𝓠 at training time. 

I – Autoencoder for image compression
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𝒬 = 𝒬1, 𝒬2, … , 𝒬𝑚 , 𝛿𝑖 = quantization step size for 𝒬𝑖 , 𝑖 ∈ 1,𝑚 .

min
𝜽, 𝝓, 𝛿1,…,𝛿𝑚

𝔼 𝑿 − 𝑔𝑑 𝑔𝑒 𝑿;𝜽 + 𝜟 ⊙ 𝜯 ;𝝓 𝐹
2

noise 𝒰 −0.5, 0.5

+ 𝛾 𝔼  

𝑖=1

𝑚

− log2 𝛿𝑖 −
1

ℎ × 𝑤
 

𝑗=1

ℎ×𝑤

log2  𝑝𝑖 𝑦𝑖𝑗 + 𝛿𝑖 𝜏𝑖𝑗

II – Two learnings

• Learning jointly 𝜽, 𝝓, 𝛿1, … , 𝛿𝑚 :

• Learning 𝜽, 𝝓 while fixing 𝛿1, … , 𝛿𝑚 .
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H.265

JPEG2000

• learning jointly 𝜽, 𝝓, 𝛿1, … , 𝛿𝑚

• varying 𝛿1, … , 𝛿𝑚 at test time

• learning 𝜽, 𝝓 while fixing 
𝛿1, … , 𝛿𝑚

• varying 𝛿1, … , 𝛿𝑚 at test time

• learning 𝜽, 𝝓 while fixing 
𝛿1, … , 𝛿𝑚 ; one 𝜽, 𝝓 per 𝛾

• still fixing 𝛿1, … , 𝛿𝑚 at test time

III - Experiments
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III - Experiments

JPEG2000H.265

reference

rate ≈ 0.23 bpp



50th feature map in 𝒀 125th feature map in 𝒀

𝑓 𝑥; 𝜇, 𝜆 =
1

2𝜆
exp

𝑥 − 𝜇

𝜆

Zero mean each feature map of 𝒀 DCT-like distribution in each feature map of 𝒀

IV - Interpretation

𝜇 ∈ ℝ

𝜆 ∈ ℝ+
∗
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𝑗th

𝛼 ∈ ℝ

𝑔𝑑 . ; 𝝓∗  𝑿

𝒀

top-left 
patch of  𝑿

𝑗, 𝛼 50, 8.0 50,−8.0 125, 20.0 125,−20.0

Was a DCT-like transform learned? No!

IV - Interpretation
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Thanks you for your attention!

For further details,

www.irisa.fr/temics/demos/visualization_ae/visualizationAE.htm
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