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What is this study about?

IAtomic norm is a useful abstraction [1]
ITractable SDP formulations exist for line spectra [2]
IState-Space Models & DTBL [3]
IEquivalence between two existential results [4]

Atomic Norm

A ⇒ Dictionary ‖x‖A = inf
{

t > 0
∣∣ x ∈ t · conv(A)

}

A = [ I −I ]

conv(A) = `1−ball

‖x‖A = ‖x‖1

1

−1

1−1

𝑥𝑥

A = Rank-1 matrices

A = Orthogonal matrices
=⇒

‖ · ‖A = ‖ · ‖∗
‖ · ‖A = ‖ · ‖2

x =
∑

i

ci ai =⇒ ‖x‖A = min
ci

∑

i

|ci|

Atomic Norm Minimization Problems

y = Φx
min
x

‖x‖A s.t . y = Φx
m

max
z

〈y , z〉 s.t . ‖Φ∗ z‖∗A ≤ 1

‖x‖∗A = sup
a∈A

〈x , a〉

Toeplitz Operator and Its Adjoint

T (µ) =




µ1 µ2 · · · µN
µ∗2 µ1 · · · µN-1
· · · ·
µ∗N µ∗N-1 · · · µ1


, T †(Q) =




·
N-j∑

i=1

Qi , i+j

·




Line Spectrum Estimation

xn =
K∑

k=1

ck e j π n fk, n = 0, · · · ,N-1, ck ∈ C

Caratheodary method



x(K -1) x(K -2) · · · x(0)
x(K ) x(K -1) · · · x(1)
· · · · · · · · ·

x(2K -1) x(2K -2) · · · x(K )




︸ ︷︷ ︸
X ∈ C(K +1)×K

u∗X = 0

U(f ) =
K∑

k=0

u(k) e-j π f k =0

MUSIC

Sxx = E
[
x x∗

]

Sxx =[V s V n ] Λ [V s V n ]
∗

w(f )=
[
1 e j π f · · · e j π (N-1) f]T

P(f ) =
1

‖V ∗n w(f ) ‖2
2

Atomic Dictionary for Line Spectrum

a(f , φ) = e jπφ
[

1 e j π f e j π 2 f · · · e j π (N-1) f
]T ∈ CN×1

A =

{
a(f , φ)

∣∣∣ f ∈ [-1,1), φ ∈ [0,2)
}
.

‖x‖∗A = sup
f , φ

e−jπφ
N-1∑

n=0

xn e−j πn f

︸ ︷︷ ︸
X (f )

= sup
f

∣∣X (f )
∣∣

‖x‖∗A ≤ τ ⇐⇒
∣∣X (f )

∣∣ ≤ τ ∀f .
Non-Negative Trigonometric Polynomials

X (f ) is a polynomial in e−j π f

∣∣X (f )
∣∣ ≤ τ ⇐⇒ ∃Q s.t.

N-j∑

i=1

Qi , i+j = τ2δ(j),
[

Q x
x∗ 1

]
�0

Atomic Norm Problems (Φ = I)

max
z , Q ∈ SN

〈y , z〉 s.t.
N-j∑

i=1

Qi , i+j = δ(j),
[
Q z
z∗ 1

]
� 0

min
x ,µ, t

µ1 + t
2

s.t.
[

T (µ) x
x∗ t

]
� 0

State-Space Models
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II. SDP REPRESENTATIONS OF
NON-NEGATIVE TRIGONOMETRIC POLYNOMIALS

In the context of structured signal recovery, the atomic
norm is shown to be a useful abstraction where the underlying
dictionary A is assumed to manifest the structure of signals
of interest. The dictionary A can be of finite or infinite size.
The atomic norm on the dictionary A is defined as follows:

}x}A “ inf
 

t ą 0 | x P t ¨ convpAq
(

, (2)

where convpAq represents the convex hull of A. The definition
in (2) can be interpreted as the shortest description (in the
`1 sense) of the signal in the dictionary A. That is, among
all possible representations of the form x “

ř

i ci ai where
ai P A, the one with the smallest

ř

i |ci| has the property that
ř

i |ci| “ }x}A. An elaborate discussion on atomic norms can
be found in [1].

In the derivation of atomic norm minimization problems,
the dual of the atomic norm has a significant role [1]. This
dual norm can be shown to be as follows:

}h}˚A “ sup
a P A

〈
h , a

〉
R
, (3)

where
〈
¨, ¨
〉
R

denotes the real inner product [4], [5] (i.e.,
RephHaq).

One of the applications of atomic norm minimization prob-
lems is the frequency estimation problem for line spectra
[2]–[8], [16]–[18]. In this context, the atoms of interest are
constructed with complex exponentials that are defined as
follows:

apf, φq “ ejπφ
“

1 ejπf ejπ2f ¨ ¨ ¨ ejπpN -1qf ‰T P CNˆ1. (4)

Then the continuous dictionary A is defined as

A “
"

apf, φq
ˇ

ˇ

ˇ
f P r-1, 1q, φ P r0, 2q

*

. (5)

The dual atomic norm on the dictionary A given in (5), } ¨ }˚A,
is then derived as follows [4], [5]:

}h}˚A “ sup
f

ˇ

ˇHpfq
ˇ

ˇ, where Hpfq “
N -1
ÿ

k“0

hk e
-jπfk. (6)

An upper bound on the dual atomic norm arises as a constraint
in the dual of atomic norm problems. (See Eq. (6) of [1] and
Lemma 2 of [4].) From (6) it is apparent that

}h}˚A ď τ ðñ |Hpfq| ď τ @f. (7)

One key point in the developments of [2]–[6] is that the
right-hand-side of (7) has a tractable SDP representation,
which is given by Lemma 1 below. Hence, the atomic norm
minimization problems for line spectrum estimation can be
converted into an SDP, which then can be solved via off-the-
shelf numerical solvers:

Lemma 1 (Corollary 4.1 of [2], Lemma 4 of [4], Theorem
4.24 of [9]). For any given h P CN , |Hpfq| ď τ for all f if
and only if there exists a complex Hermitian matrix Q P SN
such that

N -j
ÿ

i“1

Qi, i+j “ τ2 δpjq and
„

Q h

hH 1



ľ 0. (8)

The Hermitian matrix Q in Lemma 1 is referred to as “Gram
matrix” in [9].

III. STATE-SPACE MODELS

State space descriptions are useful to represent and analyze
implementations of rational transfer functions such as FIR and
IIR rational filters. See Section 13.4 of [13] for an elaborate
discussion. State space descriptions have the following general
form:

spn+1q “ A spnq `B xpnq, (9)
ypnq “ C spnq `D xpnq, (10)

where spnq “ rs1pnq ¨ ¨ ¨ sN -1pnqs
T P CpN -1qˆ1 is the vector

of state variables at time n, the input sequence is xpnq and the
output sequence is ypnq. We are considering the single input
single output case, hence, A P CpN -1qˆpN -1q, B P CpN -1qˆ1,
C P C1ˆpN -1q, D P C1ˆ1. For an FIR filter of length N with
coefficients h “ rhN -1 hN -2 ¨ ¨ ¨ h1 h0s P C1ˆN , the direct
form implementation [19] of the filter (see Fig. 1) results in
the following state-space model

A“

»

—

—

—

—

–

0 1
. . . . . .

. . . 1
0

fi

ffi

ffi

ffi

ffi

fl

, B“

»

—

—

—

–

0
...
0
1

fi

ffi

ffi

ffi

fl

, C“

»

—

—

—

–

hN -1
hN -2

...
h1

fi

ffi

ffi

ffi

fl

T

, D“h0. (11)

xpnq z-1 z-1 ¨ ¨ ¨ z-1

` `

¨ ¨ ¨

¨ ¨ ¨ ` ` ypnq

sN -1pnq sN -2pnq s2pnq s1pnq

h0 h1 h2h0 hN -2 hN -1

Fig. 1. The direct form implementation of an FIR filter h of length N , with
the corresponding state variables sipnq.

Note that AN -1
“ 0. (A is nilpotent.) This is a property of any

minimal realization of an FIR filter. The state-space description
given in (9) and (10) can be merged into a single equation as
„

spn+1q
ypnq



“ R

„

spnq
xpnq



, R “

„

A B
C D



P CNˆN , (12)

where R is known as the realization matrix. Using (11), we
can write the matrix R of the direct form explicitly as follows:

R “

„

0 I
hN -1 h1



P CNˆN , (13)

where 0 P CpN -1qˆ1, I is the identity matrix of size N -1, and
h1 is defined as h1 “ rhN -2 hN -3 ¨ ¨ ¨ h1 h0s P C1ˆpN -1q,
that is, h “ rhN -1 h1s.

Notice that state-space representation of a transfer function
is not unique. Given a state space realization pA,B,C,Dq,
if we define

pA “ T -1AT , pB “ T -1B, pC “ C T , pD “D, (14)

where T is an arbitrary invertible matrix, then ppA, pB, pC, pDq
represents an equivalent realization with the same transfer

s(n+1) = A s(n) + B x(n)
y(n) = C s(n) + D x(n)

[
s(n+1)
y(n)

]
= R

[
s(n)
x(n)

]
, R =

[
A B
C D

]
∈ CN×N,

Â = T−1A T , B̂ = T−1B, Ĉ = C T , D̂ = D

Discrete-Time Bounded Lemma
For an FIR filter h = [hN-1 hN-2 · · · h0]
∣∣H(f )

∣∣ ≤ 1 ⇐⇒ ∃ R s.t. R∗ R � I

F Main Result F

For an FIR filter h = [hN-1 hN-2 · · · h0] with hN-1 6= 0

∃ R s.t. R∗ R � I~w�

∃Q ∈ SN s.t.
N-j∑

i=1

Qi , i+j = δ(j),
[
Q h∗

h 1

]
� 0

FSDP formulation follows readily from well-known system theory
FProof depends only on linear algebra and it is self-contained
FMakes the connections more transparent
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