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* A family of target function f € F , Loss function L and :
* Modern machine learning problem has large scale Data set D / | Suppose the feature X is .S?aled to [0,1]. Assume h(X)
is 7-bounded and the empirical loss for h'(x) satisfies

and requires distributed setting for storage and Y . B . §
computation. With probabllity 1-Bana ¥y € F, L (ht) < (1 + B)(1 — «), then with probability 1 — 4,

* Communication between the distributed Em[L(f(x))] — Ep[L(f(x))]| < €Ep[L(f(x))] the output of proposed algorithm could achieve error rate

computation unit becomes the bottleneck of the _ ~ : 1y :
system’s performance. * Then we call M is the Coreset of D My e H ‘E rr(h) TE and COLlveages 1 O( eZ-2¢ ) lterations.

* Consider the trade-off between accuracy,
computation and communication in distributed

learning framework.
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- e : >end back weak » AdaBoost (Freund, Yoav. " An adaptive version of the boost by
converge weight for learner g . " : :
() Data set (b) Random Sampling () Coreset §? S —— majority algorithm.” Machine learning 43.3 (2001): 293-318.)
» SmoothBoost (Servedio, Rocco A. "Smooth boosting and learning
* Instead of sending the whole local data set to the master, with malicious noise.” Journal of Machine Learning Research 4.Sep
* Given the communication constraint, instead of each worker node selectively sends the Coreset. (2003): 633-645.)
learning based on the whole data set, we prefer to * Comparing to random sampling, the master node could > AgnBoost (Chen, Shang-Tse, Maria-Florina Balcan, and Duen
sample a subset of data for learning. learn a better classifier based on coreset. Horng Chau. " Communication efficient distributed agnostic
+  Random sampling may fail when the size of the boosting.” Artificial Intelligence and Statistics. 2016.)
subset is small.
CO res Et » For each sample z; € D, we define its sensitivity as o
. . . SMOOTHBOOST CORESET SAMPLING
Coreset is a subset of data with small size and could be Acco % 91.54 (0.2) 75.45 (0.4) 62.90 (0.3) 1
. . . .« . Accre % 90.19 (0.3) 75.15 (0.3) 62.35 (0.2
considered as a good approximation of the original data bi(F. L) = sup L(f(zi)) o 19 (0.3) 75,15 (0.3) 0235 (0.2)
set feF Zl'Dl L(f(z)) CLUSTERING  14.1s 30.25 198.3 s 0.8
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SMOOTHBOOST RANDOM SAMPLING | 0.6
L. . . . i Accuy, % 89.49 (0.2) 73.06 (0.3) 60.11 (0.4) W b
»The sensitivity is large only if there exists at least one function Accue % 88.75 (0.2) 7290 (0.5) 60.01 (0.2) <
C t S | = F h th t TIME ‘82.15 84.18 ‘ 903.5s 04}
oreset o.amplin , SUC d AGNOSTICBOOST WITH SUBSET
Accuy, % 90.16 (0.2) 74.32 (0.2) 61.14 (0.5)
Accure % 90.00 (0.1) 73.09 (0.4) 61.01 (0.4) 0.2} - Coreset Séampling -
. _ - . TIME 93.1s 210.1s 1223.5s = Random Sampling
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» Large sensitivity indicates that for the given function famil TiME 84.1s 75.3 870.25 T .
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Ep[L(F(x))] = Z %L(f(x,-)) EmL(f(x))] = Z wiL(F(x;)) (I;,attf;eszf;\mple z; has larger loss than any other sample in the Accuracy
=1 =1 .



