
Communication efficient coreset sampling for distributed learning

• Modern machine learning problem has large scale
and requires distributed setting for storage and
computation.

• Communication between the distributed
computation unit becomes the bottleneck of the
system’s performance.

• Consider the trade-off between accuracy,
computation and communication in distributed
learning framework.

Motivation

Exchange Information via Sampling

• Given the communication constraint, instead of
learning based on the whole data set, we prefer to
sample a subset of data for learning.

• Random sampling may fail when the size of the
subset is small.
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• A family of target function ! ∈ # , Loss funcIon L and
Data set D
•With probability 1 – β &'( ∀ ! ∈ #, *!

• Then we call M is the Coreset of D

M
Coreset Sampling

Coreset is a subset of data with small size and could be
considered as a good approximation of the original data
set.

Definition
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• Instead of sending the whole local data set to the master,
each worker node selectively sends the Coreset.

• Comparing to random sampling, the master node could
learn a better classifier based on coreset.

The sensitivity of the sample
Ø For each sample +, ∈ -, we define its sensitivity as

ØThe sensitivity is large only if there exists at least one function
! ∈ F, such that

Ø Large sensitivity indicates that for the given function family
F, the sample +, has larger loss than any other sample in the
data set.
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