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Introduction

Proposed  Methods

• Gated Recurrent Unit: it has gating units that modulate the 

information flow inside the unit, but without having a separate 

memory cells: 

• Background:

• Time series prediction is an important interdisciplinary

topic in computer sciences, statistics, and econometrics.

• Recently, deep learning methods have been applied

successfully to the time series prediction.

• Recurrent Neural Network:

• RNNs are particularly suitable for modeling time series as

they operate on input information as well as the trace of

previously acquired information.

• The most successful models: LSTM and its variant GRU.

• Probabilistic Modeling:

• We propose an stochastic RNN trained using the Recurr-

ent Information Bottleneck (RIB) as objective function.

• The method maximizes the mutual information between

latent state and the target with low latent complexity.

• Our model: the input is first encoded to latent state, then

fed into the RNN cell to generate next hidden state. The

decoder generates the distribution of the predicted value

of time series with latent and hidden state together.

• Two advantages:

• Stochastic latent state can augment RNN to better utilize

recent observations.

• RIB can model the temporal dependencies of high-

dimensional time series with lower complexity.

Proposed Model
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with the input (𝒙𝒕), the hidden state of GRU cell (𝒉𝒕), the reset

gate (𝒓𝒕), the forgetting gate (𝒖𝒕), and candidate activation (𝒄𝒕).
• Information Bottleneck: It is information-theoretic view of deep

neural networks. Assuming input random variable is 𝑋, latent

state is 𝑍 and target is 𝑌, the Markov chain 𝑌 ↔ 𝑋 ↔ 𝑍 holds.

• The aim is to get latent 𝑍 informative about the target 𝑌, i.e. to

maximize mutual information of 𝑌 and 𝑍.

• In order to find a low-complexity representation of input, we can

assume the mutual information between 𝑋 and 𝑍 to be less than a

pre-defined 𝜖. Then we can formulate the optimization problem as

Experiments
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• The first experiment 

uses sunspot dataset. It 

contains sunspot number 

collected in Zurich from 

Jan. 1749 to Dec. 1983. 

We use first 1000 data 

points for training and 

the rest for testing. The 

1 − 𝛼 level confidence 

interval of prediction is 

By introducing Lagrange multiplier 𝛽 ≥ 0, we have the objective:

• Recurrent Information Bottleneck: Information bottleneck is

extended to recurrent models. We use multi-variate Gaussian

distribution as a variational approximation and model temporal

relationships by hidden states of GRU. The objective function is,

• In our model, the input is first encoded to

la-tent state 𝒛𝒕, which is then fed into GRU

for state transition.

• 𝒛𝒕 is then decoded together with hidden

state to generate output.

• The dashed lines in the diagram show the

conditional dependency in both prior of 𝒛𝒕
and encoding of the input.

• The encoding follows distribution as

• The decoder follows distribution as

• The prior of latent 𝒛𝒕 follows distribution as

where all mean and variance functions here

are realized by multi-layer neural networks.

• In the GRU cell, the hidden state is translated

following GRU operations.

• The second experiment is on traffic data, a collection of 15 months of

daily data from California’s Department of Transportation, describing

occupancy rate of 963 freeways in bay area.

Conclusion
• We propose to use information bottleneck to model time series probabi-

listically, and obtain better prediction performance than previous methods.


