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AoAmn ,,D  Offset for the mth (m = 1 … M) subpath of the nth path with respect to AoAn,d . 1 

AoAmn ,,q  Absolute AoA for the mth (m = 1 … M) subpath of the nth path at the MS with respect 2 

to the BS broadside. 3 
 4 

v MS velocity vector. 5 

vq  Angle of the velocity vector with respect to the MS broadside: vq =arg(v). 6 

 7 

The angles shown in Figure 1 that are measured in a clockwise direction are assumed to be 8 

negative in value. 9 
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Figure 3-2.  BS and MS angle parameters 11 
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For system level simulation purposes, the fast fading per-path will be evolved in time, although 13 

bulk parameters including angle spread, delay spread, log normal shadowing, and MS location 14 

will remain fixed during the its evaluation during a drop.  15 

The following are general assumptions made for all simulations, independent of environment: 16 

1. Uplink-Downlink Reciprocity: The AoD/AoA values are identical between the uplink and 17 

downlink.  18 

2. For FDD systems, random subpath phases between UL, DL are uncorrelated. (For TDD 19 

systems, the phases will be fully correlated.) 20 

3.  Shadowing among different mobiles is uncorrelated. In practice, this assumption would 21 

not hold if mobiles are very close to each other, but we make this assumption just to 22 

simplify the model. 23 

4. The spatial channel model should allow any type of antenna configuration (e.g. whose size 24 

is smaller than the shadowing coherence distance) to be selected, although details of a 25 

given configuration must be shared to allow others to reproduce the model and verify the 26 

results. It is intended that the spatial channel model be capable of operating on any given 27 

antenna array configuration. In order to compare algorithms, reference antenna 28 

configurations based on uniform linear array configurations with 0.5, 4, and 10 wavelength 29 

inter-element spacing will be used. 30 

3GPP TR 25.996 - V14.0.0, Spatial channel model for Multiple Input Multiple Output (MIMO) simulations
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Channel model is key for wireless system level simulations
Accuracy - Complexity

mmWave frequencies introduce new challenges for channel modeling:
• Beamforming and MIMO with many antenna elements
• Rapid channel variations due to LOS/NLOS transitions
• Sparsity in the angular domain

Cons:
• Compute a channel matrix with 𝑈	×	𝑆	×	𝑁 elements
• Fading is computationally intensive due to the high number of 

random variables and complex numbers involved
• Cannot be used for analysis

Number of TX antennas
Number of RX antennas

Number of clusters

Pros:
• Model complex interactions – interaction with beamforming vectors
• Chosen by 3GPP for system level evaluation of 5G networks

Pros:
• Simple and widely-used for analytical papers on mmWaves
• Parameter 𝑚 controls severity of fading, different conditions for LOS 

and NLOS (𝑚 = 1 for Rayleigh)

Cons:
• Non-geometric model
• Usually coupled with simple sectorized beamforming model

Main lobeBack
lobe

E.g.: 3GPP 38.900 and 
38.901, NYU, QuaDRiGa

ns-3 network simulator with mmWave module
• 3GPP 38.900 channel model implementation
• Full stack: TCP/IP + 3GPP-like layers in the RAN
• https://github.com/nyuwireless-unipd/ns3-mmwave

+ simple channel model

Nakagami-m fading with 
different m parameters 
for LOS and NLOS [1], [2]

Medium Access Control (MAC) layer throughput of a single
user. In this paper, we propose the implementation of a simple
channel model, based on Nakagami fading, and compare it with
the 3GPP channel model, focusing on the trade off between
the accuracy of the simulation results and the computational
complexity.

III. SYSTEM MODEL

The ns-3 mmWave module [12] can be used to simulate end-
to-end mmWave networks, with realistic deployments, mod-
eling of obstacles, a complete protocol stack for the Radio
Access Network (RAN), a simple model for the core network
and a full implementation of the TCP/IP stack. The physical
layer in the base stations and User Equipments (UEs) is based
on Orthogonal Frequency Division Multiplexing (OFDM), and
features a flexible frame structure [31], that can be adapted
to simulate different 5G use cases [1], with a dynamic Time
Division Duplexing (TDD) scheduling mechanism that adapts
the duration of the scheduling intervals to the amount of
data to be transmitted. It is also possible to simulate users’
mobility and dual connectivity with Long Term Evolution
(LTE) networks [9].

The module is equipped with different channel models [12]:
there are two SCMs, i.e., the 3GPP [14] and the NYU channel
models [6], and the possibility of using ray-tracing or measured
channel traces. In addition to the available models, in this pa-
per we introduce the MmWaveSimpleChannel class, which
implements a channel model based on Nakagami fading and
simplified beamforming, inspired to the widely-used models for
mmWave cellular networks analysis in [15], [23], [26], [27].

The SINR for the link between the transmitter i and the
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where P
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the beamforming gain and L
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the pathloss for
link i, j. The set I contains all the devices which are interfering
with the transmission on link i, j, i.e., those that are actively
transmitting during the same time interval and in the same
frequency band as i and j. Given that the modeling of the
pathloss is not as computationally intensive as that of the
fading, we use the 3GPP model for the propagation loss L

i,j

,
which depends on the LOS condition, the 2D and 3D distance
and the height of the devices, and the deployment scenario
considered. Moreover, it is possible to select whether to enable
or not the correlated shadowing [13]. Different m values of the
Nakagami fading for LOS and NLOS links, respectively mLOS

and mNLOS, can be selected when configuring the simulation.
We will provide insights on the choice of m in the next section.

Beamforming is modeled by computing the gain for Uniform
Planar Arrays (UPAs) with isotropic elements. In our future
work, we plan to relax this modeling assumption and account
for more realistic antenna patterns. Following the approach
described in [32], [33], we compute the array radiation pattern
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where we consider ⇢ = 1 and omit the dependency on i and
j in the angles. a 2 Cn represents the phase shift due to the
placement of the antenna elements [32], i.e.,

a(✓,�) = [a1,1, a1,2, . . . , a1,pn

, . . . , ap
n,

p
n

], where

a
p,r

=

1p
n
ej2⇡[(p�1) cos(✓)�v+(r�1) sin(✓) sin(�)�h],

(3)

while w 2 Cn is the beamforming vector that weighs the an-
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The factors �

v
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h

are the vertical and horizontal antenna
spacings normalized to the wavelength, and are both set to
0.5. We refer to [33] for a discussion on the patterns that can
be generated for different combinations of steering angle and
directions.

In our implementation, we associate a beamforming vector
to each endpoint of each pair of connected devices (i.e., a base
station and the user connected to it), and we update it by setting
the steering angles equal to those corresponding to the LOS
direction with a certain periodicity T , which is a parameter that
can be set in the simulation scenario. By default, T = 20 ms,
one of the periodicities considered for the beamforming update
in 3GPP NR [34]. Then, the beamforming gain G
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gain is maximum only if the devices are connected, i.e., if i is
transmitting to j or vice versa, and the steering angles match
the direction between i and j.

This beamforming model strikes a balance between com-
plexity and flexibility. If the full channel matrix H is available
in the simulation, as when using a SCM, then it is possible to
model more realistically the beamforming gain, or, for example,
compute the optimal beamforming vectors [14]. However, the
complexity involved with SCM is much higher, as we will
discuss in the next section.

IV. CHANNEL MODEL COMPARISON

In this section, we consider two different simulation scenar-
ios, with different end-to-end transport protocols. In the first,
we deploy five base stations, in the center and at the four
vertices of a square of side 200 m. NUE 2 {2, 5, 10} users
are randomly placed in a disc around each base station, for a
total of 10, 25 or 50 users. The base stations use a round robin
scheduler. UDP is used as transport protocol to access data in
a remote server, at a maximum rate of 400 Mbit/s per user. For
the 3GPP channel model, the selected scenario is Urban Macro.
The results are averaged over 20 independent runs, each with
a simulated time of 10 s.

Pathloss from 
3GPP TR 38.900

UPA beamforming patterns (using 3GPP approach)
• Array factor for each device

• Steering direction towards connected gNB/UE
• Updated every 20 ms (candidate periodicity for 

NR)
• 𝐺	is given by the sum of TX and RX array factors
• Future work: non-uniform antenna patterns
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• UDP experiment
• 5 mmWave gNBs
• 10, 25 or 50 users with

local mobility
• UDP traffic
• Compare 3GPP and 

simple channel with 
different m values [1], [2]

• Similar trend for
throughput

• Equivalent latency

• TCP experiment
• 3 mmWave gNBs
• 1 sub-6 GHz LTE eNB
• 1 user moving across 

the scenario with 
handovers

• Similar trend for 
throughput

• Latency diverges as
RLC buffer size 
increases

Simulation execution time:
• 3GPP takes 10 times longer
• Higher traffic also translates 

into high execution time
• A factor of 5 in the number 

of users is a factor > 10 in the 
execution time

Conclusions
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• The 3GPP channel is much more complex to simulate, but it is the 
reference model for 3GPP NR performance evaluation at mmWaves

• When the cross-layer interactions and effects are limited (e.g., UDP), the 
results are qualitatively similar


