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• The histograms of human joints positions and velocitys are developed in 
order to enhance the spatiotemporal structure representation.  
• The key joints are selected based on their information gain, then the 
histograms are weighted and composed with trajectory features. 

Main Contributions:
• Introduce a novel action recognition framework using Key Joints Selection 
and Spatiotemporal Mining, which can identify both key joints and their position 
& velocity histogram as well as trajectory features for action classification.

 Introduction

Fig. 2. The construction of histogram feature. For each joint, there are six dimensions of 
histograms: the x,y,z dimensions of position and velocity, respectively. The six histograms 
for every joints are then concatenated to form one full position & velocity histogram for 
each action sequence.

The joint j’s descriptor is denoted as: [ , ]T T
j j jx p v= , and each component of pj 

and vj, has three channels to denote the value of x,y,z dimensions of position 
and velocity, respectively. The six parts are mapped into six histograms for 
each joint. In Fig. 3, they are denoted as Pz; Px; Py; Vz; Vx; Vy; respectively, 
and the concatenation of them forms the histogram hj of xj. All the hj of J joints 
are then concatenated as 1{ }J

j jH h ==  to describe the joints’ position and velocity 
distribution in one action sequence.
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Fig. 1. The pipeline of the proposed framework. Firstly, two features are extracted and 
processed from skeleton-based action sequences:1) position & velocity histogram 
extraction and then key joints selection & weighting, and 2) trajectory extraction and 
scaling . Secondly, the two type features are concatenated and then encoded into fisher 
vector as final feature for classification.

 Pipeline of the proposed framework

• Selection: In most actions, only a few joints are responsible for the action 
recognition, so we propose to only preserve the most informative joints for 
classification based on infomation gain.
 

 Here n is the number of categories, TPk denotes the number of true positives 
for class k, mk means the number of samples of class k, and pk is to present 

the test data's "purity". The information gain by jh can be obtained by:

( , , ) ( , ) ( , , )j jGain D T h Ent D T Ent D T h= −
here ( , , )jEnt D T h  is the reclaculation of entropy after joint j's histogram used. 
The joints with highest IG will be selected.
• Weighting: Spatiotemporal weighting can better leverage the unequal 
contribution of different joints in different stages for action recognition. We use 
the spatiotemporal relative mean velocity to measure the weight of a joint's 
certain stage.  

Here:
is the mean velocity of joint j in stage s with N frames.  

 Key joints selection and weighting
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 Table 1. Comparison of Results on MSRAction3D (%)

• Key joints selection and spatiotemporal weighting is well discover critical 
patterns for skeleton-based action recognition.
• Compared to only trajectories-based method, the introduction of histograms 
enhances the spatial representation.("wave" vs "high wave")
• The introduction of velocity histograms improve the orientation discrimination.
("pull" vs "push")
• We can give one reasonable explain why the proposed method perform better 
in MSRAction3D is that: the samples in MSRAction3D have more inter-class 
difference in key joints’ position changes, and thus the proposed framework, 
which combined position histogram and trajectory features, can get higher 
recognition accuracy.
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As shown in Fig. 2, each skeleton-based action sampleis a sequence of 3D 
pose frames. For one joint j (Totally J joints in all) in a sample with F frames, its 
3D temporal position and velocity features are formulated as the following:
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 Position & velocity histogram construction(1)

 Position & velocity histogram construction(2)


