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• An ambitious goal for machine learning in the 

vision and language domain is to be able to 

represent different modalities of data that have 

the same meaning with a common latent 

representation.

• A sufficiently powerful model should be able 

to store similar concepts in a similar 

representation or produce any of these 

realizations from the same latent space. 

• Successfully mapping visual and textual 

modalities in and out of this latent space would 

significantly impact the broad task of 

information retrieval.

• We propose a cross-domain model capable of 

converting between text and image. 

• Recent work in image generation has shown 

significant improvements in image quality 

when text is used as a prior.

• We propose two improvements to the text 

conditioned image generation-

• A n-gram metric based cost function is 

introduced that generalizes the caption 

with respect to the image. 

• Multiple semantically similar sentences 

are shown to help in generating better 

images.

• The model consists of two pre-trained modules 

-- an image generator (G) that inputs a latent 

representation ℎ𝑡 and generates an image  𝑥; 

and an image captioner that inputs an image  𝑥
and generates a caption  𝑦.

• To update the latent vector ℎ𝑡, cross-entropy 

between the generated caption  𝑦 and a ground 

truth caption 𝑦 is used while the weights for 

the generator and CNN are fixed.

Pre-trained YOLO object detector tested 

on synthetically generated images.

Evaluation of the generated image quality 

using the inception and detection scores. 𝑁𝐶 is the number of captions
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