Introduction

» Recent work has demonstrated that neural
embedding from multiple modalities can be
utilized to focus the results of generative
adversarial networks.

* However, little work has been done
towards developing a procedure to
combine vectors from different modalities
for the purpose of reconstructing Input.
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* |n this paper, we propose learning a
Common Vector Space (CVS) where
similar inputs from different modalities
cluster together.

* \We develop a framework to analyze the
extent of reconstruction and robustness
offered by CVS.
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learning the common vector space.

* During training, the encoded input
modalities are aligned through a loss
function.

Loss =L, + L,
Reconstruction loss

L, = ||z — zP||2

Caption to Image generation examples. Images generated
through the direct FC6 vectors are the upper-bound on the
quality of the generated images.
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(a) Noise (b) Noise

Noise analysis of image and caption generator.



