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INTRODUCTION

EXPERIMENTAL RESULTS

Multi-exposure fusion (MEF) is to fuse a

sequence of multi-exposure images to get
a HDR-like image.
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Motivation: Feature extraction plays a

pivotal role in determining the weight
map for MEF.
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Our work: We investigate the effective-

ness of convolutional neural network (C-
NN) features for MEF.
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THE PROPOSED METHOD
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Figure 1: Flowchart of the proposed CNN feature based
multi-exposure fusion method.

Feature extraction and visibility mea-
surement:

We use a Gaussian kernel to map the similarity be-
tween F;(x,y) and F;(x, y) into the range of [0, 1]:

and S, we can get the final weight map W;(x, y) as
follows:

W;(x,y) = Vi(x,y) x Si(z,y) x M;(z,y)
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Table 1: The MEF-SSIM scores by different networks at different layers on static scene dataset

Feature type

CNN

SIFT

Gabor

MEF-55IM

0.969

0.952

0.900

The teature map of each source image is extracted . . ) Table 2: The MEF-SSIM scores of CNN and traditional features on the static scene dataset
s The used mask is detined as follow:

Fi(z,y) = CNN()(z,y), (1) ) Methods | Gul2 Lil2 Shutaold raman(09 Shutaol2 Shenl4 Mertens09 Mal”7 | Ours
We measure the visibility of pixel I;(z, y) as the L; Mz =4 b B<hl@my)<i=0F 4 MEF-SSIM | 0910 0944  0.965 0.852 0960  0.753 0975 0977 | 0.969
norm of V;(x, y): | 0, else,

Vilz,y) = [[Fi(z,y) |1 (2)

Temporal consistency:
The distance of two feature vectors at a pixel of

two images is computed as: K This paper made the. first attempt to exploit the Nam.e: Lei Zhang
, _ _ , I¢(z,y) = Z Ii(z,y) x Wi(z,y). (7) CNN features for weight design in MEF. We will | | Email: cslzhang@comp.polyu.edu.hk
sij(2,y)” = [Fi(z,y) = Fj(z,9)ll3, (3) i=1 investigate how to fine-tune the CNN features to Website: https://www4.comp.polyu.edu.hk/ c-

Finally, we fuse the images as follows to produce
the MEF output I;:

Table 3: The average MEF-SSIM scores of different methods on the static scene dataset

CONCLUSION & FUTURE WORK

make them more effective for MEF applications.
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