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MINTIN: Maxout-based and Input-Normalized Transformation Invariant Neural Network

Proposed Framework

 Normalization
Aims to reduce the randomness of the

transformation, rather than to completely calibrate
the input. Therefore, some simple algorithms, such as
pixel-level statistical methods will be used.
 Pre-distortion

Define a set of transformations, which reflects the
possible present variations left in the dataset after
normalization. Generating images then sent them into
CNN for feature extraction.

The first and third rows show the 
original images, The second and 
fourth rows show the 
corresponding output of our 
Normalization module.
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Experiment Results
Achieve higher accuracy than the state-
of-art work with less computations.
 Rotation
• A statistical method based on moment
invariants is applied to do Normalization

RESULTS ON MNIST-ROT-12K

RESULTS ON HALF-ROTATED MNIST

 Scale
• For the Normalization, we simply judge the
boundary of the digits and then resizing the
area of the digit to 20 x 20 pixels.

RESULTS ON SCALING MNIST
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Multi-channel CNN and Maxout
Extracting the features and selecting the transformation invariant features

among the transformation sets.
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Key Features
Normalization

A simple-to-implement yet effective operation without
heavy extra calculation, used to narrow down inputs’
variations.
Cascade calibration

Divide the acquisition of invariance into two parts.
Normalization stage Focuses on each image itself but
then Maxout stage focuses on the whole set of
transformed versions.
Dynamic and flexible frame

A trade-off between computations and accuracy. More
channels means more computations and also higher
accuracy.

Backgrounds

Larger number of model parameters and longer
training time is required to make neural networks not
sensitive to input variations by using data augmentation
[1] or STN[2].
TI-Pooling[3] reports the state-of-art performance to
solve it with smaller number of parameters. However, its
computations is very large.
This work aims to improve TI-Pooling methods by
reducing computations, and also improve the
performance.

Pictures taken in the real scenes have variations
(rotation, shift, scaling , … …)


	幻灯片编号 1

