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Our Previous work: Action Classification->Intensity Regression

Feng Wang*, Xiang Xiang*, Chang Liu, Trac D Tran, Austin Reiter, Gregory D Hager, Harry Quon, Jian Cheng, Alan L Yuille. Regularizing 
Face Verification Nets For Pain Intensity Regression. In IEEE ICIP, 2017. (* Equal contribution)
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New Problem
Player: Chen     
10  9.5  10  10  9.5  10  10  
(3.6) 585.30

Player: Sanchez  
7.5 8.0  8.0 8.0 8.0 7.5 8.5  
(3.8) 532.70

Player: Boudia   
6.5 6.0  6.0 6.5 4.5 6.0 6.5  
(3.7) 525.25
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http://www.youtube.com/watch?v=cL8ZEdTQkVQ


Background: Video Representation Learning
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Existing Work: 3D CNN for Video Representation Learning
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Intuition: 3D Convolution Factorization
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Status Quo: 3D CNN is now Widely Used 

Carreira, J., Zisserman, A.: Quo vadis, action recognition? a new model and the kinetics dataset. In CVPR, 2017.
Kinetics forms the basis of an international human action classification competition being organised by ActivityNet. 

3D CNN is not particularly designed for video analysis. The patch-level 3D CNN has become a hard core 
formedical image analysis.
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http://activity-net.org/challenges/2017/index.html


Our First Attack
Adding a fully-connected layer on 
top of the 2nd last layers of P3D for 
regression. A training set of 
16-frame clips sampled from raw 
videos of the UNLV-Diving dataset 
are input into the revised P3D 
network equipped with weights 
pre-trained on the Kinectics 
dataset. The scores predicted by 
the network (in blue) are compared 
with the ground truth in red. 
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Video Sampling
If a 3D CNN is trained for a preset number of frames, then it 
expects that number of frames at testing. The case is also true for 
fine-tuning pre-trained networks.
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Existing Work: What’s P3D?
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Our Implementation Details
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Performance Comparison

15



Exisiting Work [2]: Learning to score olympic events

[2]  Parmar, P., Morris, B.:  Learning to score olympic events.  In CVPR 2017 Workshops. 16



Existing Work [4]: Assessing the quality of actions

[4] Pirsiavash, H., Vondrick, C., Torralba, A.:  Assessing the quality of actions.  In ECCV 2014.
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Preparations Jumping Dropping Entering into water Ending
● Use TCN to segment tge 

video into five stages (0-4)

●  On each stage 
(1-4), train a P3D 
independently 

● Use four models to extract 
features for every video (one 
model on one stage, so we have 
4 1-D feature for one video)

● Average these 4 features into 1 

● Use SVR ot LR to learn a 
mapping from the features to 
the score of videos

Proposing a Better Approach

While our approach is not the first to score sports actions, to our knowledge 
it is the first to score them stage by stage. 18



Temporal segmentation using Tempoal CovNet (TCN)

Colin Lea, Michael Flynn, Rene Vidal, Austin Reiter, Gregory D. Hager. Temporal Convolutional Networks for 
Action Segmentation and Detection. CVPR 2017.
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What’s the Difference?
Authors of [4] run SVR on human poses to 
score their MIT Diving dataset upon which 
authors of [2] build the UNLV-Dive dataset. 
The C3D+SVR approach of [2] has shown 
significant improvements over previous 
works [6] using the approximate entropy 
features.

[2]  Parmar, P., Morris, B.:  Learning to score 
olympic events.  In CVPR 2017 Workshops.
[4]  Pirsiavash, H., Vondrick, C., Torralba, A.:  
Assessing the quality of actions.  In ECCV 2014.
[6]  Venkataraman, V., Vlachos, I., Turaga, P.: 
Dynamical regularity for action analysis.  In 
BMVC 2015.
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Performance Again!
Per-Stage Sampling P3D-center.
If the center frame of each stage is 
given, we choose the P3D input to 
be the 16 frames that are centered 
at the middle of each stage and 
have a spacing of 1. They serve as 
a summarization of this stage and 
will be input into the P3D-center 
model of that stage.

21



Visualization of TCN segmentation Intermediate result
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Thanks!
Questions and suggestions!

Contact: xxiang@cs.jhu.edu
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