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(1) A recurent neural architecture guided by bottom-up attention is proposed

(2) Comparing patch selection mechanism based on human gaze maps 

  with machine predicted gaze maps
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(1) How many fixations are needed?

(2) Human-driven gaze maps vs machine driven maps

Findings

(1) The best informative patch is better than the 
whole image in training a feed- forward network, 

(2) A recurrent model based on a sequence of informative 
image patches is superior to a feed-forward model and a 
sequence of randomly chosen image patches,

(3) Despite the gap between saliency models and human 
has become smaller in fixation prediction task,  there is a 
larger gap in performance of gaze-driven maps (maps from 
human) and saliency models for selecting informative patch 
sequences in recognition task.


