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Linear programming model

- determine 𝑡1, 𝑡2 and the block size 𝑏1 for the desired capacity 𝐶;

- pairwise IPVO offers a capacity of 𝐶𝑝1(𝑡1, 𝑏1) and a distortion of

𝐷𝑝1(𝑡1, 𝑏1);

- classic PVO offers 𝐶𝑝2(𝑡2, 𝑏2) and 𝐷𝑝2(𝑡2, 𝑏2);

- the total capacity/distortion is:
𝐶𝑝 𝑡1,𝑡2,𝑏1,𝑏2 = 𝐶𝑝1 𝑡1, 𝑏1 + 𝐶𝑝2 𝑡2, 𝑏2 − 𝐶𝑝2(𝑡1, 𝑏2)

𝐷𝑝 𝑡1,𝑡2,𝑏1,𝑏2 = 𝐷𝑝1 𝑡1, 𝑏1 + 𝐷𝑝2 𝑡2, 𝑏2 − 𝐷𝑝2(𝑡1, 𝑏2)

Objective function:
𝐹 = arg min

𝑡1,𝑡2,𝑏1,𝑏2
𝐷𝑝 𝑡1,𝑡2,𝑏1,𝑏2

subject to 𝐶𝑝 𝑡1,𝑡2,𝑏1,𝑏2 ≥ 𝐶, 𝑡1 < 𝑡2, 𝑏1 = 𝑏2.

✓ a more efficient data hiding scheme that better
exploits the 2D prediction error histogram;

✓ linear programming→ optimal embedding;

✓ outperform other recent PVO schemes.

- divide the image into equally sized blocks;

- split the blocks into three groups based on the 𝑡1, 𝑡2
complexity thresholds;

- use pairwise IPVO on smooth blocks:

- sort the pixel values, 𝑥(1) ≤ 𝑥(2) ≤… ≤ 𝑥(𝑛);

- select 𝑥(1), 𝑥(2), 𝑥(𝑛−1) and 𝑥(𝑛) as host pixels;

- select 𝑥(3) and 𝑥(𝑛−2) as reference pixels;

- compute the corresponding difference values;

- pair the host pixels as (𝑥𝑢1, 𝑥𝑣1) and (𝑥𝑢2, 𝑥𝑣2) based on
their original positions in the block;

- embed the pairs using the streamlined embedding
equations.

- use classic IPVO on slightly noisy blocks:

- sort the pixel values, 𝑥(1) ≤ 𝑥(2) ≤… ≤ 𝑥(𝑛);

- select 𝑥(1) and 𝑥(𝑛) as host pixels;

- select 𝑥(2) and 𝑥(𝑛−1) as reference pixels;

- embed the host pixels based on their corresponding
difference values.

- noisy blocks remain unchanged.

A new approach which improves the reversible data hiding
framework of Ou et al.*

Original features:

• improved difference equations;

• streamlined pair classification and embedding;

• embedding parameters determined by linear programming.
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