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## Problem Statement

DNN trained on third-person actions do not adapt to egocentric actions due to a large difference in size of visible objects. Another complexity is multiple action categories. This work unifies the feature learning for multiple action categories using a generic two-stream architecture.


Actions with hand-object interaction(take) and without(walking) in two different view streams.

## Contributions

1. Deep neural network trained on third person videos do not adapt to egocentric action due to large difference in size of the visible objects.


After cropping and resizing the objects become comparable to the objects in third person videos.
2. We propose curriculum learning by merging similar but opposite actions while training CNN.
3. Proposed framework is generic to all categories of egocentric actions.

## Related Work

Earlier works on first-person action recognition use hands and objects as important cues. [1, 2] On the other end many works only use motion information for first-person action recognition.[3, 4] State of the art (SoTA) techniques focus only on one specific category of action classes.

## Proposed Architecture



## Results and Discussion




Top and bottom of each subfigure shows predicted and ground truth sequence respectively
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