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Introduction

• Existing BIQA methods learn to regress scalar quality scores



Introduction

• An image will receive divergent subjective scores 

from different human raters.

The average standard deviation on the LIVE Challenge 

database is 19.27 on the MOS scale of [0,100].

• Limitation: The scalar MOS cannot adequately represent 

subjective property of human perception on image quality.

• Challenge: the score distributions are unavailable on existing 

IQA databases.



Introduction

• Our idea:

 Propose a probabilistic quality representation (PQR) to 

approximately describe the subjective score distribution

 Train model using the vectorized PQR instead of scalar MOS

• Expected outcomes: 

 Faster convergence speed

 higher prediction accuracy



Overall framework



Probabilistic quality representation

• Step 1: quality anchors

 Normalize the MOS to [0,1]

 Divide the score range into M equal bins

 Define the midpoints of bins as quality anchors
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Probabilistic quality representation

• Step 2: probabilistic representation

 Two constraints:

1. Smaller distance  higher probability

2. All probabilities sum to 1
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Probabilistic representation
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Probabilistic quality representation

• Step 3: reverse mapping

 PQR vectors should be able to mapped back to scalar quality 

scores for evaluation

 Linear SVM minimization:

 Negligible error:

Probabilistic representation
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Probabilistic quality representation

• Network training with PQR

• Loss function:

• Benefits:

1. Richer information (vectorized representation), stabilizing the 

training process, better generalization

2. Enable to use softmax cross-entropy for network training: 

faster convergence than MSE
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Experiments

• Four databases: 

– LIVE Challenge, LIVE, CSIQ, TID2013

• Three base CNN models: 

– AlexNet

– ResNet50

– A shallow CNN (S_CNN) training from scratch

• Two metrics: 

– median SRCC and PCC over 10 times repetitions

• Random crops for data augmentation



Experiments

• Comparison Against Scalar Regression
Higher accuracy

Faster convergence and smaller std.



Experiments

• Pre-trained models (AlexNet and ResNet) have no 

advantages on the three legacy databases (LIVE, 

CSIQ and TID2013)

• Two possible reasons:

1. The legacy databases: synthetic distortion, limited 

degradation levels, homogeneous                                      

LIVE Challenge: complex combinations of distortion, 

inhomogeneous

2. Domain transferability: The LIVE Challenge and 

ImageNet have more statistical similarity than the legacy 

databases



Experiments

• Comparison with the state-of-the-art on LIVE Challenge

Leading performance on the LIVE Challenge database



Experiments

• Scatter plot of prediction vs. MOS on LIVE-Challenge

S_CNN

SRCC: 0.6892

AlexNet

SRCC: 0.8165

ResNet50

SRCC: 0.8648



Experiments

• Comparisons on images having very low or high MOS

MOS: 10.7

FRIQUEE: 48.4

S_CNN:  44.8

AlexNet: 21.3

ResNet50: 17.1

MOS: 74.0

FRIQUEE: 49.2

S_CNN:  47.7

AlexNet: 62.3

ResNet50: 70.9

MOS:    7.4

FRIQUEE: 44.1

S_CNN:  29.6

AlexNet: 16.9

ResNet50: 12.9

MOS: 83.5

FRIQUEE: 64.3

S_CNN:  40.9

AlexNet: 84.0

ResNet50: 84.4

Our ResNet50 model makes the most accurate predictions.



More details and toolbox

1. More details and analysis can be found in our technical report 

(12 page version):

2. A BIQA Matlab toolbox for easy implementation and fair 

comparison, containing 8 methods, 3 CNN models and 4 

databases: 

https://github.com/HuiZeng/BIQA_Toolbox

https://arxiv.org/abs/1708.08190



Thanks for your time!

Q&A

Technical Report Toolbox


