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• In proposal-based detection, a common practice 

is that once region proposals are determined, 

information coming from features surrounding 

the proposals is left out when inferring final 

detections.

• In this study, it is argued that local context of a 

region of interest can be further exploited by 

learning separate context features.
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• Context improves object detection performance

• A separate feature extractor for the context is essential.

• Number of context/RoI feature layers and offset ratio significantly affect the

performance

• Higher improvements are observed for categories having distinctive context.

• Usage of context features mainly improves localization. It sometimes acts as a 

source of confusion between different categories.
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