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CONTRIBUTIONS EXPERIMENTS

MOTIVATION

« Semantic information in labels contain information that helps humans
learn new concept. Can machines also exploit this information to learn
more efficiently especially when training data is limited?

Datasets

 AWAZ2: 40 base training classes, randomly
sample K images from the 10 testing classes
as “few-shot” training samples

» Our proposed model incorporates semantic information in the labels to guide
the attention models in an unsupervised fashion.

* We use the attended images and its complement as a form of data
augmentation to help combat the scarcity of training images in few-shot

 CIFAR-100: 80 base training classes, 20
settings.

“hippo” “few-shot” training classes

* Our method performs favorably compared to baselines on multiple datasets,
AwA?2 and CIFAR-100, and show consistent improves as we increase the
amount of training images.

Experiment Settings
» (a) Closed-world: evaluate on new

“few-shot” classes only
* (b) Open-world: evaluate on all training
classes

Ablation Studies
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PROPOSED METHOD
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