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Introduction

Denoising with CNNs for 4-D Light Field Signals

Purpose

Experiments
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Laboratory

Keypoint: Cascading several CNNs, each of which works only on 2-D subspace of the full 4-D LFs

Summary

The EPI domains are easier to learn than the other domains.

The combination of two EPI domains is better than the others.

Cascading 2-D CNNs for 4-D Light Field
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Fig. 2: Denoised images at center viewpoint. (We added Gaussian noise with standard deviation 0.10.)
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 CNN architecture: the same as VDSR [1], but the number of layers is different.

 The total number of layers for the entire process pipeline: 30

 Training dataset: gray-scale versions of the Stanford Light Field Archive

 Training samples: 10000 blocks (the block size is 17 × 17 × 17 × 17)

 The size of mini-batch: 200 (for a single CNN) and 10 (for cascaded CNNs)

 The number of epochs: 20 (for a single CNN) and 10 (for cascaded CNNs)

 Training loss and optimizer: MSE loss and Adam optimizer

Training Details

Noisy 4-D LF

CNNs

Clean 4-D LF
How should we handle 

full 4-D LFs with CNNs?

Full 4-D space?

This question has not been

thoroughly discussed.

We investigated how to handle

high dimensional LFs, and 

proposed a pipeline for efficiently 

handling LFs.
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Fig. 1: Training loss along the epoch.

(a) Case of using a single CNN.
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(b) Case of cascading CNNs.
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Tab. 1: PSNR [dB] of the entire LFs after denoising. (Gaussian noise is added)
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