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Overview
Task: find a dictionary and sparse representation for pictures

desired: direct control of the sparsity level.

Full Algorithm
Digit recognition application

• MNIST handwritten digit database
• Three sparse dictionary methods: LARS, IRLS, FSA (ours)
• Evaluate the classification accuracy on the sparse feature vectors 

using three multi-class classification methods.

Left: dictionary obtained using the l1 penalty. Right: dictionary 
obtained using FSA

1. Suppose we have input data X, find a dictionary D and 
sparse coding A:

2. Minimize the cost function to learn the dictionary and 
sparse representation:

3. L1-penalized square loss function (indirect sparsity 
control through λ)

Experiments
• Tune FSA hyper-parameters by comparing the mean square error.

Classical Dictionary Learning

1. Unlike using L1-penalized loss function, we use FSA to 
directly control the sparsity level:

2. Using FSA, we have three hyper-parameters:
η: learning rate
μ: the speed of removing the variables
N: number of iterations

3. We use a straightforward approach that minimizes the 
cost by alternately minimizing over one variable while 
keeping the other one fixed.

• We use the mean square error to compare the results for 
different sparsity methods.

Conclusion
• A new method to solve the sparse coding problem in dictionary 

learning that replaces the L1 penalty in the loss function with a 
sparsity constraint ||α||0≤k. 

• The method relies on a recent feature selection method called 
Feature Selection with Annealing (FSA). 

• Using FSA we can directly specify the number of non-zero 
variables we want in the sparse representation, unlike the L1
penalized methods where the sparsity is controlled indirectly 
through the regularization parameter.

Left: original picture Middle: picture reconstructed using FSA 
Right: picture reconstructed using LARS

Dictionary Learning with FSA Comparison with Other Methods


	Slide Number 1

