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PROBLEM

\_

e When designing a speech-based
communication system it is important to
understand how the system will affect
intelligibility (i.e., the proportion of correctly
identified words).

e Formal listening tests provide valid data, but are
time-consuming and expensive.

o Intelligibility metrics that predict the intelligibility
of speech signals have been proposed, but
their usefulness is limited to specific types of
distortion (e.g., noise, reverb, enhancement).

e Needed: an intelligibility metric that generalizes
to many types of distortions.

CONTRIBUTIONS

\_

e We propose a monaural intrusive intelligibility
metric called SIIB (speech intelligibility in bits).

e SlIB estimates the amount of information
shared between a talker and a listener in bits
per second.

e Unlike existing information theoretic intelligibility
metrics, SIIB accounts for talker variability and
time-frequency dependencies.

COMMUNICATION MODEL

e A talker randomly selects a message, {M,},
e.g., a phoneme, word, or neural state, where ¢
IS the time index.

e The talker encodes the message into a speech
signal, {X.;}, according to a conditional
probability distribution: p({ X;}|{M;}). In this
way, talker variabllity is incorporated into the
communication model.

e [he speech signal is transmitted to a listener
through a communication channel. Let {Y,}
denote the received signal.

e We call {M,} — {X;} the speech production
channel, and call {X;} — {Y;} the
environmental channel.

e We represent {X;} and {Y,} as sequences of
log-spectra on an ERB frequency scale.

e SI|IB is based on the hypothesis that
intelligibility is a function of the mutual
information rate of {M,} and {Y.,}.
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THE INFORMATION RATE ) |EVALUATION A
o Let MX = [(M)T, M)T, -+, (Mg)T]T be a e An ideal intelligibility metric would have a monotonic increasing relationship with intelligibility scores.
vector obtained by stacking K consecutive e We quantify the strength of the relationship using Kendall’s tau, 7, and Pearson’s correlation, p.
message vectors and similarly for X* and Y*¥. o o |
e [he mutual information rate is defined by E f a - hoisn
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o An upper bound for the rate can be obtained by 2 Y |
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o Define XX = f(XX), where f is an invertible % A il el .
transform that removes statistical dependencies E A ™| 2 |
between the elements of X* and similarly for S — o (— :
Y ¥. To this end, we use the Karhunen-Loéve £ | Sl P S| Sl Tsatd
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channel can then be writte? as a summation: § OpE f - . W : | ff( -
I({X¢3;1Ye}) = lim -5 (XY ") = ;/‘/ o //
1 o ~ o W % ol 2| T =T ] | e
— I(lgnoo E Z I(Xf, YJI(') :,-;.'+ ' . ' ” r | : iﬁi(li
j=1 5 jE i
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channel is \_ Figure from Van Kuyk et al., ‘An evaluation of intrusive instrumental intelligibility metrics’, https.//arxiv.org/abs/1708.06027
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T({M, };{X¢}) = [}EHOO—EZ?%“ _”'32')7 ™
j=1 INTELLIGIBILITY DATA SETS
where the P rodqct/on Corre,la,tlon CoeffICIenl‘., JensenMOD 10 types of modulated noise. HuPOST 4 noise types; 8 SCNR algorithms.
Ty = 0.7, deSCFIbQS the efﬂC'enCy of enCOd'ng SantosREV 2 noise types; reverb. HendriksPRE 4 pre-processing enhancement algorithms;
a message according to p({ X; }[{ M, }). KiemsAN 4 noise types. noise; reverb.
e SIIB typically ranges from 0 b/s (zero KjemsITFS 4 noise types; ideal binary mask. KleijnPRE 3 pre-processing enhancement; 2 noise types.
. NTICIT ! : « o1 s1s TaalPOST Noise; 2 single-channel noise reduction (SCNR).  CookePRE 9 pre-processing enhancement; 2 noise types.
S intelligibility) to 150 b/s (high intelligibility). \JensenPOST Noise; 3 SCNR algorithms. KhademiJOINT  Pre-processing enhancement; SCNR; noise.
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PROPOSED ALGORITHM (SIIB) CONCLUSIONS A
{x:} {X:} Stack K = 15 consecutive spectra e SIIB and HASPI have the highest performance
(XK} (XK overall and are the only intelligibility metrics that
Xt = [(Xe—x41)", s (X)) » KLT attempt to reduce statistical dependencies
between input features.
i e The KLT does not remove all of the statistical
B ] o Y Nzs dependencies. Accounting for the remaining
Yoo =1Ye—x41)" o, (Y1) 1 KLT dependencies may give an information rate
closer to the lexical information rate of ~ 50 b/s.
¢ Intelligibility metrics perform worse on ‘unseen’
b/ g 2 S [(XK,yXK) ¢ data (p = 0.75) than on ‘seen’ data (p = 0.91).
g F ST min (- Logy(1 — r2), [(XK;VE)) g 2t KNNmutual - S .
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