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Figure 1. Overview of the proposed SSL pipeline. The pro-posed technique consists of two
steps. In the first step, the detector for labeling the unlabeled data is trained with the existing
annotated data (Training 1), and then the inferring process for the unlabeled data is performed
(Testing 1). After performing pseudo-labeling through one-hot-vector encoding and co-
occurrence matrix analysis, a new network is trained (Training 2) and the data for evaluation
are inferred (Testing 2).

One of the most important factors in training object recognition networks using
convolutional neural networks (CNN) is the provision of annotated data
accompanying human judgment. Particularly, in object detection or semantic
segmentation, the annotation process requires considerable human effort. In
this paper, we propose a semi-supervised leaming (SSL)-based training
methodology for object detection, which makes use of automatic labeling of
un-annotated data by applying a network previously trained from an annotated
dataset. Because an inferred label by the trained network is dependent on the
learned parameters, it is often meaningless for re-training the network. To
transfer a valuable inferred la- bel to the unlabeled data, we propose a re-
alignment method based on co-occurrence matrix analysis that takes into
account one-hot-vector encoding of the estimated label and the correlation
between the objects in the image. We used an MS-COCO detection dataset to
verify the performance of the proposed SSL method and deformable neural
networks (D-ConvNets) [1] as an object detector for basic training. The
performance of the existing state-of-the-art detectors (D-ConvNets, YOLO v2
[2], and single shot multi-box detector (SSD) [3]) can be improved by the
proposed SSL method without using the additional model parameter or
modifying the network architecture.
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1. Introduction

There are two main types of end-to-end training object detectors (one and two
stage detector) that utilize CNN as a backbone architecture. Both types of
networks have played a significant role in improving the dramatic performance
of CNN and the decoder network for multi-tasking.

Despite the dramatic improvement in performance of state-of-the-art detectors,
object detectors trained by machine learning techniques have the
disadvantage of having a large capacity for the refined datasets for training.
Figure 2 shows examples of annotation tools guided by human’s efforts.

In this paper, we propose a simple but powerful one-hot-vector encoding
based on the SSL idea and a semi-supervised training method through co-
occurrence matrix analysis (see Fig. 1).

As a result of testing the SSL scheme with the MS-COCO detection dataset,
we confirmed the performance improvement in the state-of-the-art detectors
such as deformable neural networks (D-ConvNets) [1], YOLO v2 [2], and
single shot multi-box detector (SSD) [3] in terms of accuracy using mean
average precision (mAP) without any additional parameter or architecture
modification.
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Figure 2. Examples of annotation tools for the object detection. Annotation process that
rely on human labor impose a heavy burden on learning-based algorithms, especially
annotation costs to investigate well-trained network for objection detection.

The latest performance networks deduce a bounding box of the correct form
that can be used as training data in a specific object or visual environment.
Below figure shows the inferenced output from D-ConvNets trained with MS-
COCO dataset.
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However, if we use the result of inference as a pseud label in diret way, we
cannot maximize the training efficiency by dependency of parameter and data.

= In order to compensate for the effect of pseudo-labeling during training, 1) the
inference result is encoded as a one-hot-vector and 2) the co-occurrence
matrix obtained from the prior knowledge is used to recalculate whether the

inference result is suitable for training.
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To reflect the extracted correction probabilities, we need to re-scale the
inferred softmax probability for pseudo-labeling with the co- occurrence matrix
values.

exp(q;)
X1 exp(q))
otherwise

Experimental Results

Table 1: MS-COCO detection dataset evaluations for
[0.5:0.05:0.95] using D-ConvNets with different parameters.
Model (backbone, SSL parameter(s),
training dataset)
D-ConvNets (ResNet-101, none,
trainl7 + vall7)
D-ConvNets (ResNet-101, p = 0.5,
trainl7 + vall7 + unlabeled17)
D-ConvNets (ResNet-101, p = 0.7,
trainl7 + vall7 + unlabeled17)
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D-ConvNets (ResNet-101, p = 0.5, po = 0.1,
train17 + vall7 + unlabeled17) 376
D-ConvNets (ResNet-101, p = 0.5, poy = 0.2,

train17 + vall7 + unlabeled17)
D-ConvNets (ResNet-101, p = 0.5, p,o = 0.3,

train17 + vall7 + unlabeled17)
D-ConvNets (ResNet-101, p = 0.5, pe = 0.4,

train17 + vall7 + unlabeled17)

Figure 3. Examples of pseudo-labeling results.
There is a large difference in the result of pseudo
labeling according to the set threshold value. For the
first row, we could remove the bounding box for the Table 2: MS-COCO detection dataset evaluations for
mis-inferred object, and for the second and third rows, 125,,‘,",‘,),1ELZSS]S"L‘Z",?L"ﬁf“,'“,T’“5'?»"?)”“’ et
we detected additional objects in the complex scene. Model (backbone CNN) | mAP
The fourth row detected a small tie object, which is SSD [3] (ResNet-101) 241
difficult to deduce in a complex scene, based on the YOLO v2 2] (Darknet-19) | 24.0
relation between objects. The final row detected —2-ConvNets[1(ResNet-101) [ 36.3
additional bounding boxes of undetected objects.

mAP with SSL
25.3
25.1
378
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