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Summary

Key Takeaways

• Shannon’s Sampling Theorem is fundamental to the fields of signal processing,
communications and information theory.

• A practical problem in realizing this theorem is that analog-to-digital converters
(ADCs) are finite dynamic range devices while the sampling theorem makes no
assumptions on the dynamic range.

• Recently, we introduced the concept of Unlimited Sampling [1].
This unique approach circumvents the clipping or saturation problem in con-
ventional analog-to-digital converters (ADCs).

• We do so by considering a radically different ADC architecture, the Self-reset
ADC [2], which computes modulo or folded samples.

• The Unlimited Sampling Theorem proves that a bandlimited signal can be
perfectly recovered from modulo samples.
The sampling rate is purely dependent on the signal bandwidth and is indepen-
dent of the ADC threshold.

• By capitalizing on the Unlimited Sampling Theorem, in this work, we study the
problem of recovery of a continuous-time sparse signal from low-pass filtered,
modulo samples.

Unlimited Sampling of Bandlimited Functions

• Let T > 0 be the sampling rate and g(t) be a π-bandlimited function.

• In Unlimited Sampling framework, we sample g using non–linear principle:

yn = modλ (g (nT )) , n ∈ Z, T > 0

• Such folded samples are acquired using a version of the Self-reset ADC [2].

• Even if g (t) � λ, yn ∈ [0, λ).
This is not the case with conventional ADC which clips g.

Unlimited Sampling Theorem [1]

Let g(t) be a π-bandlimited function and {yn}n be the modulo samples of
g(t) with sampling rate T . Then, a sufficient condition for recovery of g from
{yn}n up to additive multiples of 2λ is,

0 < Tπe ≤
1

2
. (1)

In [1], the Unlimited Sampling theorem is complemented with a constructed algorithm
which is based on the principle of consistent reconstruction.

Unlimited Sampling in Action

Setup for Sparse Signals

We are interested in recovery of low-pass filtered spikes from modulo/folded samples.
For this purpose, we will be working with the model:

g (t) =

K−1∑
k=0

ckψ (t− tk) ≡ (sK ∗ ψ) (t) (2)

where ψ is a bandlimited function and sK is a continuous time, K–sparse, τ -periodic
signal,

sK (t) =
∑
m∈Z

K−1∑
k=0

ckδ (t− tk −mτ), tk+1 > tk. (3)

Problem Formulation

Let ψ be a given π–bandlimited, low-pass filter and sK be the sparse signal
defined in (3). Furthermore, let {yn}N−1

n=0 be the modulo samples of g defined
in (2). What are conditions for perfect recovery of sK from {yn}N−1

n=0 ?

Our basic strategy for recovering sK from yn can be summarized as,

yn
Unfolding−−−−−→ gn

Sparse Recovery−−−−−−−−→ sK (t) .

This approach relies on extracting unfolded, contiguous sample sequence gn of size
2K+1 from which sK(t) is estimated using high-resolution frequency estimation [3].

A Sparse Sampling Theorem

• Fundamentally different from the bandlimited case [1], for sparse signal recovery (3)
, we will be working with finite number of samples.

• Of course we expect that N will be larger than 2K + 1 but the number of samples
should still be finite.

• For this purpose, we prove the following Local Reconstruction Theorem.

Local Reconstruction Theorem

Let g be a π–bandlimited function with ‖g‖∞ ≤ βg and {yn}N−1
n=0 be the

modulo samples of y(t) with sampling rate T . Then a sufficient condition for
recovery of N ′ contiguous samples of g from the yn (up to additive multiples
of 2λ) is that

T ≤
1

2πe
and N ≥ N

′
+ 7

βg

λ
. (4)

Noting that ‖g‖∞ = ‖sK ∗ ψ‖∞ ≤ ‖ψ‖∞‖sK‖ (Young’s Inequality) and by using
N ′ = 2K + 1 in the above theorem, we obtain the sufficiency condition for recovery
of sK from N modulo samples.
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Local Reconstruction: Example
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Sparse signal recovery via local reconstruction of modulo samples with βg = 3.2511 and λ = 0.25. (a) We plotK–
sparse signal sK (t) with K = 3 and τ = 10, the low-pass filtered signal g = sK ∗ψ where ψ(t) = sinc(t)
as well as modulo samples yn with T = 0.0485. (b) Using our algorithm, we estimate unfolded samples g̃n from
N = 99 modulo samples of yn . For this purpose L = 3. The reconstruction is observed to be exact (upto machine
precision). Given 2K + 1 of g̃n , the spikes are estimated using standard sparse recovery methods [3].
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