
Approach

First, we use the VGG-F pre-trained model developed by [3] to

extract deep CNN features. Then, VLAD encoding is applied to

compress the dense CONV features into a compact

representation. Finally, a linear SVM is used for classification.

A. Feature extraction

B. Feature encoding

C. Classification via SVM
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Introduction
Recent works have shown that CNN features from fully connected

layers (FC features) of pre-trained deep networks have been

transferred to coral classification, achieving superior performance

compared to those well-designed handcrafted features [1].

However,

From the perspective of CNN features,

 CNN features from higher layers are more specific to their

original task, while features from intermediate or lower layers

are more general to other applications [2].

 FC features capture global spatial layout information while

deep convolutional features (CONV features) contain rich local

information.

From the perspective of coral images,

 Coral datasets have large discrepancy with ImageNet (in which

most categories of corals are unseen).

 Some local features (e.g. texture and edge) are the primary

representations for corals.

Experiments

Experiments were performed on the EFC coral dataset [5],

which consists of registered reflectance and fluorescence

image pairs with annotated points.

A. Results on Reflectance images

B. Results on Fluorescence images

C. Results on fused images

Challenges
 Physical properties of the water medium (e.g. absorption and

scattering), cause underwater images to suffer from color

degradation which is not present in the ground images.

 Water turbidity and floating particles result in underwater

images exhibiting low contrast and limited visibility.

 In case of coral species, they have large variations in

morphologies, size, color, shape, and texture across classes,

whose boundaries are often ambiguous.

 Class imbalance (i.e. non-coral species often predominate in

the whole set) results in misclassified minority coral classes.

Contribution
 We proposed a method based on CNN and vector of locally

aggregated descriptors (VLAD) encoding for coral image

classification.

 We investigated the combined strength of two types of deep

features (i.e. FC features and CONV features) in coral image

classification.

 We evaluated the transferability of deep CNN features to coral

classification for two image modalities (reflectance and

fluorescence).
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Conclusion

 In the case of lacking sufficient training data, CNN off-the-

shelf features outperform training a small network from

scratch.

 Low dimensional compact encoded convolutional features

achieve comparable and better results against fully

connected features on reflectance and fluorescence coral

images.

 We suggest, in visual tasks, deep convolutional features

should be the first choice for a new dataset, which is very

different from the original dataset for training deep networks.

 Combining features from convolutional and fully connected

layers can further improve the overall accuracy.

Figure 1. Cropped coral patches from the EFC dataset. Five randomly selected 

patches from four classes are cropped out from the annotated point locations.

Figure 5. A pair of images from the EFC dataset.(Left)Reflectance image, (Right) 

Fluorescence image

Layer Output size (N×N ×D)

CONV3 13×13×256

CONV4 13×13×256

CONV5 13×13×256

FC6 1×1×4096

Figure 3. The structure of VGG-F.
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Figure 2. The classification pipeline.

The VLAD descriptor is constructed by accumulating the

differences between each local feature and their corresponding

nearest centers.
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Features Feature dimension Accuracy

CONV3 512 89.2±0.8%

FC6 4096 88.3±0.8%

CONV3+FC6 4608 89.9±0.8%

[5] — 87.8±1.1%

Features Feature dimension Accuracy

CONV3 1024 90.7±0.8%

FC6 8192 90.4±0.8%

CONV3+FC6 9216 91.4±0.8%

[5] — 90.5±0.8%

Features Feature dimension Accuracy

CONV3 512 86.5±1.0%

FC6 4096 85.4±1.0%

CONV3+FC6 4608 86.7±1.0%

[5] — 85.5±1.2%

Figure 7. Confusion matrices. Results from (Up) [5] and (bottom) our

methods based on combined FC6 and CONV3 features from (left)

reflectance images, (middle) fluorescence images and (right) both images.

Table1. The sizes of CONV and FC feature of VGG-F.

Figure 4. The framework of VLAD encoding [4] for CONV features.

Figure 6. Performance of convolutional features from different layers: solid and dash lines

correspond to individual convolutional features and those combined with FC6 features.


