
  Introduction 

We propose a  practical convolutional neural network 

filter(CNNF) to replace all traditional filters to improve the 

subjective and objective quality. Both decoded frame and 

QP are taken as inputs to CNNF to obtain a QP 

independent model and adapt to reconstructions with 

different qualities. After training, the obtained model is 

compressed for acceleration. Also the compressed model 

is quantized to ensure the consistency.    
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 CNN Filter in the JEM7.0[1] 

 

 

 

 

 

 
 

 

 Network structure of CNNF 

 CNNF includes two inputs, the reconstruction and QP 

map. QP map is generated by QPMap(x,y) = QP, 

where QP is the QP used for encoding. 

 

 

 

 

 During training, a simple CNN with 8 layers was 

taken and all the filter numbers in each layers was set 

to 64, the kernel size is set to 5*5 in the first layer, 

others are set to 3*3. By connecting the normalized Y, 

U or V to summation layer, the network is regularized 

to learn characteristics of residual between the 

decoded frame and the original one. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 Model Compression 

 To decrease the calculation of the CNN, two additional 

regularizers are designed, 
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𝑦𝑖 , 𝑓𝑤 𝑥
𝑖  are the ground truth and filtered results of 𝑥𝑖 

𝑊(.) is the parameters to be learned and S is the scale parameters in 
BN layer. 

 

 The first additional regularizer was set to make the 

learned scale parameters in BN layer tends to be zeros. 

After training, the corresponding filter will be pruned, 

hers is the filter numbers after being pruned. 

 

 

 Dynamic Fixed Point Inference 

 To ensure consistency between encoding and decoding 

across different platforms, DFP[2] are proposed to be 

used in testing. A value V in dynamic fixed point is 

described by, 

V = (−1)𝑠∙ 2−𝐹𝐿 2𝑖 ∙ 𝑥𝑖
𝐵𝑓−1

𝑖=0
 

 Each group in the same layer share one common FL 

estimated from available training data and layer 

parameters, 

 

 

 BD RATE on JEM7.0[1] 

 Test results of AI configuration with ALF off 

 

 

 

 

 

 

 

 

 Test results of RA configuration with ALF on 

 

 

 

 

 

 

 

 

 Test results of AI configuration with ALF on 
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 Qualitative Results 

 

 The original frame 

 

 

 

 

 

 

 

 

 The decoded frame of CNNF 

 

 

 

 

 

 

 

 

 The decoded frame of JEM7.0[1] 
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