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Experimental results (RGB-color image recovery)

tensor unfolding and Tucker decomposition

Shortcomings of traditional tensor completion methods:
Treat each dimension of tensors equally ➔ ignore the difference among dimensions
Advantages of proposed reweighted low-rank tensor completion methods:
Consider the difference of each dimension➔ capture the intrinsic physical meaning
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difference among each dimension of a tensor

According to Fig. 1, it is obvious 
that the distributions of singular 
values are varied among the spatial 
and channel modes. Specifically, 
the matrices unfolded by two
spatial modes are low-rank, but the 
matrix unfolded by channel is 
nearly full rank, i.e., the rank is 3. 
Therefore, we only impose the low-
rank constraints on spatial modes, 
which can truthfully capture 
properties among different modes.

𝒳 ≈ 𝒢 ×1 𝐴 ×2 𝐵 ×3 𝐶 𝐹𝑖 ∈ ℝ 𝑛𝑖−1 ×𝑛𝑖 , 𝐹𝑖 𝑗,𝑗 = 1, 𝐹𝑖 𝑗,𝑗+1 = −1 is the total variation 

regularized matrix.

𝑈𝑖 , 𝑖 = 1, 2, 3 are the factor matrices and can be thought of as 
the principal components in each mode.  

Compare with recently tensor completion methods: HaLRTC(ICCV2009), 
gHOI(NIPS2014), FBCP(TPAMI2015), STDC(TPAMI2014), LRTC-TV(AAAI2017) 

ground truth of experiment
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