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= In traditional sensor networks,
data gathered by sensor nodes
is usually forwarded to a sink
node for post-processing.

= An unbalanced energy
consumption will decrease the
lifetime of the nodes (mostly in
stick nodes).

= Some routing schemes attempt
to find the minimum energy

Q@ a a @ path to the sink to optimize

energy usage at nodes [5-7].

sensor node
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Fog computing paradigm brings the data processing, networking,
storage and analytics closer to the devices, and applications.

In a fog network where nodes attempt to help other nodes by
computing part of their information, balancing energy become a

more complex problem.
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= Node n3 may split its data to enable two or more nodes to help it in
the processing. However, choosing the nodes is not trivial and has a
critical impact on the power balance of the fog network.
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@ Contribution

= We propose a fog computing technology to balance the energy
consumption during data processing using a fog middleware.

= We first demonstrate that for a fog network with different kind of
nodes and with no sink node, balancing the energy relies on a
combinatorial optimization that is solved using graph theory.

= We propose a transformation of the transshipment graph problem to
formulate an optimization problem that we solve with LP to find the
optimal solution.

= We show the possibility of balancing and extending the battery life of
the whole network based on cooperation between nodes without
jeopardizing individual nodes' battery life.
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Edge
Fog Node

Edge Nodes

In our model, we have a mesh
network represented as a weighted
graph G = (V, E, 7, 1), where each
edge (u, v) € E has a transmission
cost 7, and a execution cost 1.

The network has a set of fog nodes
and edge nodes that generate data
to be processed locally or remotely.

A task can be executed remotely in
one or more nodes collaboratively if
the data transmission cost is less
than the execution cost.

The data to be transmitted can pass
through one or more hops.
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= The batteries of some nodes can
be running out faster than others.

= The data generated have
different sizes.

= The execution cost can vary
depending on the task that needs
to be performed.

= We used a combined cost, that
includes the transmission cost
when the task is performed
collaboratively and the execution

4 Battery cost in the nodes where the data

[ Data size are executed.
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E Graph Transformation - Transshipment

= The objective of the transshipment problem is to determine how
many units should be shipped over each node so that all the demand
requirements are met with the minimum transportation cost.

= The commodity can be transported to a particular destination
through one or more intermediate or transshipment nodes.
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E Graph Transformation - Transshipment

= We formulate the task distribution problem for balancing battery
level as a transshipment problem from graph theory.
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@ Graph Transformation - coal

= Transform the mesh network to a transshipment graph network.
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E Graph Transformation - pefinition

= The supplier is the node that needs to perform a specific task.
= The bytes of the data are the commodities.
= All nodes, including the supplier, are demander nodes.

= A node can or cannot get the whole amount of bytes that is
demanded (it is calculated)
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E Graph Transformation - pefinition

Model definition:

B = Amount of bytes per task

A = Execution cost per byte

T —> Transmission cost per byte

& = Residual capacity

b = Maximum number of bytes to be processed
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E Graph Transformation - pefinition

Objective Function:

minimize Z A Buv + Z Tuw SUV (1)

(u,w)eE (u,v)eEE

Minimize the energy consumed from batteries

Subject to:
For supplier (source node):

> Bru— Z Bur < (2)

ke K
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@ Graph Transformation - pefinition

Subject to:
For Demanders (target nodes):

Y Beu—> Bu < by, (3)

ke K leL
> Bru—> Pu <, (4)
ke K leL

where Kand L are the subset of inflow and outflow nodes of urespectively.

B, represents the inflow (number of input bytes) n
B, is the outflow (number of output bytes) 0

b — ﬂ; bl _ ﬁ, inflow  outflow
u u
0 represents the power balance or extra energy over the network average
=6, —ave (6 )VUEG
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E Gra ph Transformation - transformation 1

The objectives of this transformation are:

= (Calculate the energy balance level of the network

s Eliminate unbalanced nodes

= Create the additional arc to satisfy the two costs

= (Calculate the maximum amount of bytes that can be transmitted for
each demander.
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E Gra ph Transformation - transformation 1

Steps:

= Take any single-fog-node from the original graph and calculate its
power balance.

m  Then, the unbalanced demander nodes where 6 < 0 are pruned.

s The demander nodes who do not have connectivity with the supplier
are removed.

= For the remaining nodes, the amount of bytes that can transmit with the
energy of 6, is calculated.

. . ]
= The result is the maximum demand for each node b,, = T—“

u

= The demand for edge-nodes is the whole task byte-size.
m Transmission costis used in the arc connections.
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E Gra ph Transformation - Transformation 1
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E Gra ph Transformation - transformation 2

The objectives of this transformation are:

= Remove recursive loop

= (Calculate the maximum amount of bytes that can be processed for each
demander

= Establish transition and execution cost of edge nodes
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E Gra ph Transformation - transformation 2

Steps:

= The transformation starts by using the graph from Transformation 1.
m For each node u another node labeled as u’ is created.

= Theloop on uis removed, and a new arc between u and u’is created,
and the execution cost is used in the arc connections.

= The amount of bytes that can compute with the energy of 0, is
calculated.

= The result is the maximum demand for each node b’,, = /1—"

u

= For edges nodes, transition and execution cost are established as 0.
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E Gra ph Transformation - Transformation 2

After Transformation 1 After Transformation 2
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Algorithm 1 Optimal Data Task Distribution ODTD

E I | t h
procedure: Initialization

= Every node broadcasts twice get the 1: define Graph G adding node u

. . . . . 2: each node broadcast to get neighbor list
ne]ghbor l]St One-hop HEIghbor IISt 1N 3: upon reception of (energyLevel) msg from v
. . . 4: for all i € nbrlist, do
Order to Obtaln nelgthI‘S and thEII‘ 5:  add node i on G with energyLevel;
6:  create arc between nodes u and 1
battery levels. 7: end for
. 8:  broadcast u and nbrlist, with energyLevels (covering all
u The update Stage that 1S executed eveI‘y two-hop neighbors)
. . . 9: begin thread updat 7 level
five minutes for updating the two-hop 0 foralli e nbnlist, do
: 11: if i ¢ G then
nelghbor battery levels' 12: add node i to G with energyLevel;
. . . 13: create arc between nodes u and i
= The final stage is applied when a node 4 else
L : de TLE] Lev Ig f ]
needs to perform a task, and its battery [ pcutenerguLevel ofnode!
is unbalanced with respect to its two- e .
: pdate energy levels
hop neighborsl procedure: Optimal Distribution
1: 6, = calculate energy balance
m Then’ we apply the graph 2: if energyLevel, < 6, then

3: G = apply transformation] using G

4: G = apply transformation2 using G

5 [X.Y'] = solve transshipment using G
6: forallz € X do

7: send Y; bites of data to

8

9

0

transformation to get the optimal
solution for task distribution.

end for
upon reception of result from all X

10: end if
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@ Analysis and Evaluation

Tests performed and parameters:

=  We tested the optimization algorithm using an emulated network and a
real fog network.

m The tasks to process in each node are related to pre-processed seismic
data (band-pass filter).

m  We first determined the costs of performing the band-pass filter over this
kind of data, and the communication cost of transmitting the data.

=  Execution cost of 2.31153e-9 energy units per sample.

» Transmission cost of the data in this scenario is 5.90944e-10 energy units
per sample.

= We assume these costs as constant in our tests.
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@ Analysis and Evaluation

1. Test using a emulated network:

= A network with 4 fog nodes only

m A network with 3 fog nodes and 1 edge node

= A network with 20 fog nodes

= A network with 18 fog nodes and 2 edge nodes.

= Two metrics were evaluated: the number of nodes alive at the final of the
emulation, and the percentage time the nodes were active.
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@ Analysis and Evaluation

Test using a emulated network:

Table 1. Quantitative results of the emulation
Nodes 4 Fogs 3 Fogs 1 Edge
Measurement | Alive | Active | Alive | Active
Without ODTD 2 62.78% 3 81.09%
ODTD 4 95.41% 4 98.27%
Nodes 20 Fogs 18 Fogs 2 Edges
Measurement | Alive | Active | Alive | Active
Without ODTD 14 76.18% 15 83.61%
ODTD 20 97.33% 20 99.76%
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@ Analysis and Evaluation

Test using a emulated network:

= Final battery status in the scenario of 20 fog nodes
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Results reveal that in addition to conserving the life of the nodes, the algorithm
helps to synchronize the energy level of the batteries in the network.
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E Analysis and Evaluation

1. Test using a real fog network:

= Implemented ODTD algorithm in Python using linprog method to solve
linear objective functions subject to inequality constraints.

= [t was implemented in seismic units, and it was deployed on a roof.

g sNode 12
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E Analysis and Evaluation

1. Test using a real fog network:
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Energy monitoring of the four units used in the deployment to validate the ODTD algorithm.
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ODTD algorithm effect during the periods of unloading and loading of nodes batteries.
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E Conclusion

Remarks

« We formulated an in-network data task distribution as an optimization
problem to extend the lifetime of nodes.

« We combined both transmission cost and execution cost into a single
energy-efficient model to extend the battery energy and at the same time
synchronize the battery energy level of the network.

« We designed ODTD, an efficient algorithm for optimal data task
distribution that achieves the minimum energy consumption cost.

« An emulation was performed using Matlab to show its efficiency through
different experimental scenarios.

« We implemented ODTD algorithm using Python and tested it on real
seismic units for five days getting similar results and proving the
algorithm feasibility.
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