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• The apparent distance of the camera from the 
subject of a filmed scene is called shot scale


• In this work we propose to use CNNs for the automatic 
classification of shot scale into Close-, Medium-, or Long-shots


•This allows for investigating the relationship between shot scale and 
the viewers’ emotional involvement, for purposes such as movie 

recommendation, stylistic analysis, film therapy, etc. 

• Shot scale induce psychological impacts on the viewers [1]. Its specific usage 

increases arousal, empathic care, relates memory, intensifies character liking/
disliking, acting on the narrative engagement of the viewer and his/her ability of 
attributing mental states to movie characters


• Shot scale usage may be used as an authorial fingerprint [2] for authorship 
attribution


• Training and testing are performed on the filmographies by 6 authors (120 movies) 

• Classification results are superior to state-of-the-art (accuracy ~94%)

• The movie dataset includes the almost complete filmographies by six directors whose styles are consensually considered highly unique in film historiography of 
author cinema: Michelangelo Antonioni, Ingmar Bergman, Federico Fellini, Jean-Luc Godard, Martin Scorsese, and Bela Tarr.


• A total of 120 movies analyzed on a second base.

8 1/2 (Fellini, 1963) Werckmeister Harmnik (Tarr, 2000) Det Sjunde Inseglet (Bergman, 1957) L’Avventura (Antonioni, 1960) 

2001: A Space O
dissey - Kubrick
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L’avventura - Antonioni

 Conclusion
• In this work we propose a method for automatic classification of shot scale 

in three different classes (CU, MS, LS). 


• The relevance of this study is motivated by the prominent aesthetic role of 
the shot scale and its emotional effects on viewers, abundantly described 
in cinema studies and psychology.


• Obtained classification accuracy on the three categories is superior to 
current state-of-the-art algorithms (>90%), which opens up new 
possibilities for interesting research applications at the crossroad between 
computer vision, cinema studies, and psychology. 
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Table 1: Shot scale distribution across the dataset.

CS MS LS
Training Colour 57,996 25,794 9,563

b&w 30,925 14,391 4,614
Total 88,921 30,408 14,177

Test Colour 64,053 22,506 11,118
b&w 37,189 26,336 5,946
Total 191,212 48,842 17,064

Total 280,133 79,250 31,241

weight initialization problem by starting the learning process
from a good point with respect to a randomly chosen one. A
common explanation that justifies this training procedure is
that CNNs first extract a general representation from natural
images during pre-training on similar dataset; then by a fol-
lowing fine-tuning, the model slightly adjusts its parameters
for the specific images and task. When we refer to a fine-
tuning process, it means that we exploit a model which is
pre-trained on ImageNet [14], a huge natural image dataset,
and then we fine-tune it on the aforementioned movie dataset.

In this work we train, test and compare the ability of three
different Convolutional Neural Networks when facing the
problem of shot scale classification on a movie dataset of 120
full films. Since the dimension of the dataset is considerable
(400k images), this allows for also training the networks from
scratch, thus enabling a comparison with results obtained by
means of fine-tuning strategies.

To perform these operations, we implement a pipeline
which extracts frames from movies at 1 fps and classifies
each of them in the corresponding shot scale class (CS, MS,
LS). The classification pipeline is shown in Figure 3.

3.1. Model architectures

For our purposes we test three Convolutional Neural Net-
work architectures with increasing capacity (AlexNet [18],
GoogLeNet [19], VGG16 [20]) trained by an extensive hyper-
parameter selection process. On top of each network we plug
a softmax classifier to get the probability of each shot scale
class given the passed frame. To counteract possible fluctua-
tions of the classifier output, during test-time we exploit the
temporal correlation of the shot scale by means of a smooth-
ing moving median window of 3s.

For AlexNet we refer to the original architecture with
eight layers, five convolutional and three fully-connected
ones, with ReLU non linearity. To mitigate possible over-
fitting, dropout is used in the fully-connected layer during
training. AlexNet is composed by 650k neurons and 60M
learnable parameters. GoogleLeNet instead accounts for a
complex 22-layer structure composed by Inception blocks.
The number of neurons is increased to 8M while the intro-
duced structure keep the parameters relatively low (4M). In
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Fig. 3: The proposed classification pipeline. Each frame
extracted from the movie (1 fps) is classified by a CNN
into 3 shot scale classes. Then a moving window performs
prediction-smoothing.

this case ReLU and dropout are used as well. Finally we
test VGG16, a simpler but deeper architecture: sixteen layers
with very small 3x3 filters. This network has a lot of capacity
provided by 14M neurons and a total of 140M parameters
(mainly in the last fully connected layers).

We implement the architectures using Keras and Tensor-
flow as backend. The training process is carried out with
Stochastic Gradient Descent (SGD) for AlexNet and Google-
LeNet, while we use Adam [21] (an adaptive SGD with mo-
mentum) for VGG16. In the training process of AlexNet we
use a base learning rate of 0.01 and a momentum of 0.9. For
GoogLeNet, we use a base learning rate of 0.001 and a mo-
mentum of 0.9. Finally we set a learning rate of 0.01 for
VGG16 with a momentum of 0.9. We halve the learning rate
every time the loss starts to flatten for 100 epochs.

4. EXPERIMENTS

Training movies are 55, while the other 65 are used for test-
ing (those marked with * in the movie full list on the project
website). Movies in the two sets are chosen, whenever possi-
ble, by uniformly sampling director’s productions, and trying
to balance b&w and colour movies.

To increase generalization, we adopt several standard data
augmentation methods that are commonly used in literature
for natural images [22, 23]. In particular, we randomly ro-
tate frames up to 5 degrees, and horizontally flip the frame
patches. This is possible because, being shot scale related to
the distance of the filmed subject from the camera, a small
rotation or a horizontal flip does not change the class. We
perform random shear up to 0.1 and width and height random
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In Fig.: Shot scale classification comparison: 
the method in [4] (blue bars) and VGG-16 

(ours, orange bars) on 18 movies. 


In Fig.: Error 
analysis. Left to 
right: a borderline 
case; a low 
contrast frame; an 
artistic shot; an 
error due to 
annotation 
(orange: GT scale; 
cyan: predicted 
scale). 


In Fig.: VGG-16 performs best with an overall  
precision of 94%, recall 94%, and accuracy 94%. 


For each CNN we test and compare four different 
configurations: A) training from scratch, B) loading 
weights from ImageNet and fine-tuning the last 
layer only, C) fine-tuning all fully-connected layers, 
and D) fine-tuning the whole network. 


Classification results for all other configurations 
using VGG-16 follow (in terms of accuracy): 
configuration A, 80%; configuration B, 89%; 
configuration C, 90%. The contribution of the post-
processing smoothing increases the accuracy score 
of +0.5% on average. 

CS
MS
LS

fra
m

es

Shot scale 
prediction for a 

single frame
Average shot scale 
prediction (based 

on 3 seconds)

Feature extraction

• Three tested deep learning (DL) architectures: AlexNet, GoogleLeNet, and VGG-16 [3]. 

• All CNNs perform better using precomputed weights from ImageNet. Two different networks (with the same 

architecture) are trained to deal with color and b/w movies, respectively. 

• Exploitation of the temporal correlation of the shot scale: final moving window average of 3s.

• Training movies are 55, while the other 65 are used for testing. Movies in the two sets are chosen, whenever 

possible, by uniformly sampling director’s productions, and trying to balance b&w and colour movies. 

Fellini Antonioni
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