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Abstract . Method .

In this paper, a two-dimensional anti-jamming communication scheme for cognitive radio networks is developed, in which Environment: PUs, Jammers, and AP/BS Challengest: _ _
a secondary user (SU) exploits both spread spectrum and user mobility to address jamming attacks, while not interfering * Both the jamming model and the radio channel
with primary users (PUs). By applying a deep Q-network algorithm, this scheme determines whether to recommend that Feedback of the |\ v | 5 Move or stay ? | Send signal with power model are unware to the SU |
the SU leave an area of heavy jamming and chooses a frequency hopping pattern to defeat smart jammers. Without transmission quality Pratchamnel x, >0~ * The size of available system state set Is large
knowing the jamming model and the radio channel model, the SU derives an optimal anti-jamming communication policy * The size of feasible frequency channels is large
using Q-learning in a proposed dynamic game, and applies a deep convolution neural network to accelerate the learning Observe u; s, ={4_,SINR,_ } =1 Choose x; with e-greedy s Q-learning:
speed with a large number of frequency channels. The proposed scheme can increase the signal-to-interference-plus- I I * Learning with incomplete information via trials
noise ratio and improve the utility of the SU against cooperative jamming, compared with a Q-learning-only based Replay D = {81 3> XXy 128, ) NN § * Choose an action based on the Q-function, which
benchmark system. MEMSTY | 3x3ed) 180 N+ A is the expected discounted long-term utility for
(@ X100, ) |k 4x4x20 state S and action X
Pi - » » ! * Suffer from the curse of high-dimensional
System Model Same Hoce! = T Q6 x) = - )Q(,, %) s, + 7 maX QG X))
4 Frequency Frequency The repeated interactions among an SU and jammers are ! 0 | Convl FC Deep Q-network :
N| channel 2 charmel formulated as a zero-sum dynamic anti-jamming Minibatch Update 6 Conv 2 a2 * Combine reinforcement learning and deep learning
- communication game: (%, 314,30, ) * Address the curse of high-dimensional of Q-
. » The SU chooses an action X, € {O,l,---, N } if x, =0, ———>| DQN loss and gradient SU learning by using convolutional neural network
I —— slot> the SU connects to a new AP/BS; otherwise, the SU * Significant improvements in the learning speed
. 2
fivico IR — i Bs(ezioc;:rr;;\elle )J(g r’? rT]seerr;dr;]gdn(;':lrley ocated i the CRN Figure 2. DQN-based 2-D anti-jamming communication system. |_((9k )=E (u +y Max Q(¢',x;6,,)—Q(e, x;ek))

and choose their jamming channels Simulation results Conclusions

AFriquen(;y A > Both the SU and J jammers should have to avoid i ”
N| Chante interfering with the PU | L | ' » We have formulated a dynamic anti-jamming
- : Presence of PUs —e—DQN - . .
= Utility function: / 24l 2al —e—Q-learning | | communication game for CRNs, which exploits
- <<<( »)) Ph, A | prom iy FER % | - IRAnEam both frequency hopping and user mobility to
1 — > | 2 A U (X,y) = ] | C,T(x=0) .| ‘ = 5l e improve the SINR of the signals against
Ime slot 2 S’iAP/BS . o + Z i Pjhj,yj f(X= yj) z —DQN z — cooperative smart jammers
Jammer J o ' - = Cost of deF @l — Q-learning | 2 L o —e— —7  » A DQN-based 2-D communication system is
| SINR of signals st ordetense | —Random g T proposed for an SU to achieve the optimal anti-
Figure 1. System model. o is the receiver noise power, and f (&) is an indicator 53 Z 58l _ jamming policy
> SU chooses a communication channel and determines function that equals 1 if ¢ is true, and 0 otherwise. S —a— —* > The proposed 2-D DQN-based anti-jamming
whether to leave the area SyStem State: 2'60 500 1000 1500 2000 2500 3000 2'664 80 96 112 128 SyStem OUtperfOrmS the Q Ie.arnlng Strategy with
> J smart jammers block communication channels Consist of the presence of PUs and the SINR of the Time slot Number of channels, N a faster convergence rate, hlgher SINR, lower
cooperatively signals at last time, 1.e., S, = [ﬂq(_l,SWRk_l] Figure 3. Performance of the DQN-based 2-D anti-jamming scheme. cost of defense and higher utility of the SU
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