
The repeated interactions among an SU and jammers are 

formulated as a zero-sum dynamic anti-jamming 

communication game:

 The SU chooses an action                           , if            , 

the SU connects to a new AP/BS; otherwise, the SU 

uses channel      to send signals

 J cooperative jammers randomly located in the CRN 

and choose their jamming channels

 Both the SU and J jammers should have to avoid 

interfering with the PU

Utility function:

is the receiver noise power, and          is an indicator 

function that equals 1 if is true, and 0 otherwise.

System state:
Consist of the presence of PUs and the SINR of the 

signals at last time, i.e.,

SINR of signals

Challenges:
• Both the jamming model and the radio channel 

model are unware to the SU

• The size of available system state set is large

• The size of feasible frequency channels is large

Q-learning:
• Learning with incomplete information via trials

• Choose an action based on the Q-function, which 

is the expected discounted long-term utility for 

state   and action    

• Suffer from the curse of  high-dimensional

Deep Q-network : 
• Combine reinforcement learning and deep learning

• Address the curse of high-dimensional of Q-

learning by using convolutional neural network

• Significant improvements in the learning speed
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In this paper, a two-dimensional anti-jamming communication scheme for cognitive radio networks is developed, in which

a secondary user (SU) exploits both spread spectrum and user mobility to address jamming attacks, while not interfering

with primary users (PUs). By applying a deep Q-network algorithm, this scheme determines whether to recommend that

the SU leave an area of heavy jamming and chooses a frequency hopping pattern to defeat smart jammers. Without

knowing the jamming model and the radio channel model, the SU derives an optimal anti-jamming communication policy

using Q-learning in a proposed dynamic game, and applies a deep convolution neural network to accelerate the learning

speed with a large number of frequency channels. The proposed scheme can increase the signal-to-interference-plus-

noise ratio and improve the utility of the SU against cooperative jamming, compared with a Q-learning-only based

benchmark system.

Figure 1. System model.

 We have formulated a dynamic anti-jamming

communication game for CRNs, which exploits 

both frequency hopping and user mobility to 

improve the SINR of the signals against 

cooperative smart jammers

 A DQN-based 2-D communication system is 

proposed for an SU to achieve the optimal anti-

jamming policy

 The proposed 2-D DQN-based anti-jamming 

system outperforms the Q-learning strategy with 

a faster convergence rate, higher SINR, lower 

cost of defense and higher utility of the SU

 SU chooses a communication channel and determines 

whether to leave the area

 J  smart jammers block communication channels 
cooperatively
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Figure 3. Performance of the DQN-based 2-D anti-jamming scheme.

Conclusions

Figure 2. DQN-based 2-D anti-jamming communication system.     
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