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System Model

Geometry

*  Secondary users (SUs) and primary users (PUs) coexist.

* The SUs are equipped with steerable directional antennas.

* The directional antennas can identify and enable transmission and reception across spatial
domain and enhance spectrum utilization, compared with omni-directional antennas.

*  SU first senses the spectrum for a duration of t, and, then transmits data to SU.; with
power P if spectrum is sensed idle.

*  SU knows the geometry of CR network.

*  SU knows only the CSI of SU-SU, link, and the statistics of the other links.

° 6,0, and 0, are the orientations of SU,y, PU,y and PUy, w.r.t. SU.

* ¢ and ¢, are the boresight of SU, and SU,, antennas (to be optimized).
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System Model

Frame Structure of SUs

*  SU employs a frame with duration T seconds.

*  SUy senses the spectrum for a duration of .

* The remaining frame of duration T — 7 seconds is used for data transmission if the channel
is sensed idle.
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Spectrum Sénsing

*  We formulate the spectrum sensing at the SU, as a binary hypothesis testing problem.
» The Binary Hypothesis Testing Problem

Ho: r[k] = wik] P(Hy) =1y

Hy: rlk] = \/gstptA(qbt - th)Lstpt plk] + wlk] P(3,) = m

© E (PZ) =P D
* Considering energy detection, the decision statistics at the SUy is Z = Ni Zgil r[k]|?

Pr(,7) = Pr{#;|H,} = Q ((O__i — 1> \/T_fs>

n

Py(¢, 1) = Pr{H;|H:} = Q <U_€2_y _ 1) zyrf 1

n

-« H; and F,with probabilities #; and 7, denote that the result of spectrum sensing is busy

and idle.



Data Communication Channel

*  When the spectrum is sensed idle, the SU;, uses power P to transmit signal to SU .

y[m] = \/gssLssG(e: Gt dr) s[m] + n[m]

G(H» d)tr d)r) = A(d)t - B)A(¢r - — 9)

» Ergodic Capacity
*  Spectrum sensing is imperfect and the ergodic capacity would depend on the true status of the PU and

the spectrum sensing result.
* The false alarm and detection probabilities should be incorporated in the design and performance

analysis.

C =D E{ao CO,O + ﬁo Cl,O}

—~ —~ T—
dy = Pr{}[o,}[o} ﬁo = Pr{j’[l, .7'[0} D = TT
L..GP
CO,O - 10g2 <1 + 'gss% >
n
gssLssG p )
c10 = log <1 + p
1o 2 O-r% + PpgpstsA(¢r - Hpt)



Sensing-CapacityTrade-off

» If we increase the sensing time 7, the spectrum sensing will be more accurate. On the other
hand, the available time for data transmission decreases. Therefore, a trade-off exists
between the sensing time and the transmission capacity of our CR network.

» To increase P;(¢,t) during spectrum sensing, the SU’s antenna should be pointed to
PU.’s direction to receive the maximum power. On the other hand, the SU’s antenna
should be pointed to SU,,’s direction to maximize the transmission capacity. Thus, there is a
sensing-capacity trade-off in terms of the SU;,’s antenna orientation.

> A trade-off exists between the sensing and capacity in terms of the sensing time.
» Another trade-off exists between sensing and capacity in terms of the SU’s antenna
orientation.
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Constrained Optimiiation Problem

» Outage Interference Probability Constraint
*  We define the interference outage probability as the probability that the interference
exceeds a maximum threshold I, be smaller than a maximum value &.

Pr{DBogspLspP A(Pr — 0p.) > Ly | gss} < € (D
» Peak Transmit Power Constraint D ftg P < Py (2)
» Constraints on Angles |p: — O] < Psgp (3a)
|pr — T — 0] < P3gs (3b)
» Optimization Problem P,l\,/lqbag(qbr C=DE {ao Coo t Po CLO}

s.t.: (1), (2) and (3) are satisfied.



Solution

Taking the first derivative of C with respect to 7, we get

. oC . acC
lim — —-> 4o lim — <0
T-0 0T I>T 07T

Us

<1

¢ > 02(1+my) m =
" T + /2y + 1

Hence, C has a maximum point with respect to T within the interval (0, T).
The capacity is concave with respect to P and ¢,.. However, in general, it is not concave with

respect to ¢ and .

P —
POPt = min {—BX __ PK (14)
Dty Dby In(e)

EO = IBOVspLspA(¢t - epr)

Algorithm 1: Optimization Algorithm

(0 ,
;ﬁ ) = Dinit

T(D) = Tinit € (0 T)

calculate P using (14).

solve 0C'/0¢, = 0 and obtain ¢,..

(0™, 7°P] = argmax {C'} using bisection search
POpt — [P] ,(;p[

Pr=0

, T=T1%

opt
Or = [(pr}q‘;t:(ﬁp', =70




Simulation R\esults
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Variations of C versus 7.
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Simulation R\esults
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Simulation R\esults
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Simulation R\esults
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Thank you for your attention



