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Hello everyone! I’m Bo Peng and I’m a PhD. Student in the Institute of Automation, Chinese Academy of Sciences. I’m very glad to be here presenting our new work: improved …
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Introduction – Image Forensics 

• Pixel based 
– Copy move, resampling, steep edge… 

• Format based 
– JPEG quantization, double JPEG… 

• Camera based 
– Chromatic aberration, CFA, sensor noise… 

• Scene based 
– Illumination color, geometric constraints, 
    lighting direction … 
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As we know, image forensics can be roughly classified into the following categories: Pixel based, Format based, Camera based and Scene based.
As for our method, it belongs to the scene based category, and it uses the lighting direction as the clue.



Introduction – Lighting Direction 

• An effective kind of forensic method robust for low 
resolution and low quality images. 

• Objects from different images are usually in different 
lighting conditions. 
 
 

演示者
演示文稿备注
The lighting direction based method is an effective kind of forensic method, and it is robust for low resolution and low quality images.
The key idea is that objects from different images are usually in different lighting conditions. It is hard for an ordinary forger to make the lighting directions compatible.
Also, some literatures show that the human eyes are very in-sensitive to lighting inconsistencies. In this case, our lighting based forensic tool can help.
说下图片！



Previous Work 

(Johnson and Farid 2005)  

2D, single direction 2D, complex lighting 
environment 

3D, complex lighting 
environment 

(Johnson and Farid 2007) (Kee and Farid 2010) 
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Here lists some relevant previous work. Researchers from Prof. Farid’s group did some seminal work about this topic. It has evolved from single 2D light direction, to 2D complex lighting environment and then to complex lighting environment in 3D.
Our improvements are based on this one. And, we also focus on lighting estimation from human faces. Because faces are common and import elements in images.



Motivation 

• Previous work’s assumptions: 
– Known 3D geometry 
– Distant lighting 
– Lambertian reflection 
– Linear camera response 
– Convex surface 
– Untextured object 

 

 
• Human faces are non-convex and textured ! 
• The relaxation of the two assumptions is more 

applicable and will lead to improved efficacy. 

Shadows Facial hair, Pimples… 
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First, let’s see the assumptions made by the previous work. It includes the known 3D geometry, ….
Among these, we think the convexity and untextured assumptions are two critical ones., the human faces are non-convex and textured. Non-convex means the object may cast shadows on itself. For example the nose can cast shadows on the face. Non-convex is particularly obvious for western people because of their steep nose and deep eye socket. 
Texture means the albedo non-uniform of the facial skin. For example, the lip and facial hair have different colors from the rest of the skin. Also, the facial skin may has pimples or other flaws.
Therefor, we think The relaxation of the two assumptions is more applicable and will lead to improved efficacy
在图上标出convex和texture！
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Methods – Reflection Model 

• Previous model (Kee and Farid 2010): 
 
 
 
 
 
– 𝐿𝐿(𝑉𝑉): spherical  lighting function , distant light assumption 

– 𝜌𝜌: constant albedo, untextured assumption 

– 𝑅𝑅 𝑉𝑉,𝑁𝑁 �⃗�𝑋 = max (cos 𝜃𝜃 , 0): Lambertian & convex assumption 

 

( ) ( , ( )) ( )I x R V N X L V dVρ
Ω

= ∫
    


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Then, I review the surface reflection model of the previous work:
The image intensity at a point x equals to this integration. Here, L is the spherical lighting function, V is a solid angle. Note L is not dependent on position X because of the distant light assumption.
Rho is the constant albedo which implies the untextured assumption.
R equals to the clamped cosine theta, where theta is the angle between V and surface normal N. This implies the convex assumption, because it says all lights from the upper sphere can reach the point.



Methods – Reflection Model 

• Our model: 
 

( ) ( ) ( , ) ( , ( )) ( )I x X G X V R V N X L V dVρ
Ω

= ∫
       



Texture 
term 

Occlusion 
term 

𝜌𝜌(𝑋𝑋):  spatially varying  
albedo.  Texture! 

𝐺𝐺(𝑋𝑋, 𝑉𝑉): spherical mask function indicating  
the self-occlusion. Non-convex! 
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Define as the transfer function 

We have: 

RELAXATION ! 
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In our model, we added two additional terms: the texture term and the occlusion term.
The texture term rho is dependent on X to describe the spatially varying albedo.
The occlusion term G is a spherical mask function indicating the self-occlusion. If the light from a direction can reach the point, G is set to 1 and it equals to 0 on the contrary.
If we define A equals to this part as the transfer function, we can get this more brief representation.
强调添加项解决了问题



How to get  
 

the TEXTURE and OCCLUSION information? 
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Now, the problem is how to get …
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Methods – 3D Face Fitting 

• 3D face shape & texture 
– Face scanning: access to involved person (not practical) 

 
 

 
 

– Face fitting: FaceGen 
(Images from the Internet) 

Two material images to get accurate shape; 
Uniform lighting in material images to get accurate texture map; 
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If we can get access to the involved person in the image and if he is cooperative, we can scan his face using some scanning device to get the face shape and texture. However, in most cases, this is not practical, because we don’t have the access of the person.
So, in our paper, we adopt the same face fitting strategy as Farid’s work. We use FaceGen to fit the face. It should be noted that:
Two material images are needed to get accurate shape;
Uniform lighting in the material image is prefered to get accurate texture map;
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Methods – Spherical Harmonics (SH) 

• 𝑌𝑌𝑛𝑛,𝑚𝑚(𝑉𝑉): A set of orthogonal basis functions on the 
spherical surface 

First two orders SH 

(Johnson and Farid 2007) 
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The Yn,m is called spherical harmonic which is like a set of basis functions on spherical surface. Here shows the first two orders SH.



Methods – SH Representation 

• Representing 𝐿𝐿(𝑉𝑉) and 𝐴𝐴(𝑋𝑋,𝑉𝑉) using SH coefficients 
 
 
 
 

• Image intensity: Integration to inner product 
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Then, we also use the SH basis to represent the lighting and transfer function.
Ln,m and an,m are called …

Because the integration in spatial domain turns to inner product in frequency domain. We can derive the image intensity equals to the inner product of the lighting and transfer coeffs. 
For Lambertian surface, we can use the first 2 orders SH to approximate the intensity.
For more details, please refer to our paper.



Methods - Lighting Coefficients Estimation 

• Least Square Error Estimation 
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Solving: 
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So, the estimation of the lighting environment transformed to the estimation of lighting coeffs l.
To estimate the lighting coeffs in this image. We take Q sample points on the face, put the image intensity of these points at the right hand side, put the transfer coeffs of these points in each row of this matrix, Then we can get the lighting coffs solving this least square error problem.



Two Problems 

• How to get the correspondence between �⃗�𝑥 and 𝑋𝑋 ? 
 

• How to get the transfer coeff �⃗�𝑎(𝑋𝑋) at each point ? 
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Now, we have two problems:
How to …
And How to …
I talk about this in the following two slides.




Methods – Correspondence 

• 3D Face Alignment : we minimize the distance 
between the detected 2D facial landmarks and the 
projected 3D ones 
 
 
 
 
 
 

• Solving: Levenberg-Marquardt algorithm 
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23 detected facial landmarks and  
the alignment result 

Alignment Error: 
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To get the correspondence. We need to align the 3D face model to the image.
We do this by minimizing …
Under the pinhole camera model, the pose parameters R and t can be solved using LM algorithm.



Methods - Transfer Coefficients Fitting 

• Render the fitted 3D model under many (42) known 
distant lighting directions. 
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To get the transfer coeffs of each sampling point. We render the previously fitted 3D model under many known distant lighting directions. This image shows some of the rendered images.
Note that different from the previous slide of estimating lighting coeffs, here, the lighting coeffs in the rendered images are know and we use the known lighting coeffs to fit the transfer coeffs.
For example, for the sample point on the nose tip, we put its intensity in all the rendered images in the right hand side, put the lighting coeffs of each image in the rows of this matrix. Then we can get the transfer coeffs at this point.
For other sample points, it’s the same procedure. 
Finally, we got the correspondence and we got the transfer coeffs. Then, the lighting coeffs can be calculated.
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Experiments - Datasets 

• Synthetic dataset 
– 500 images, random pose, random lighting directions, 1 individual 

• Yale B sub-dataset 
– 490 images, 1 frontal pose, 49 lighting directions, 10 individuals 
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Next, I’ll show some experimental results.
For the datasets, we use a synthetic dataset and a real dataset.
The synthetic dataset has 500 images …
The real dataset is from YaleB database, it has 490..



Experiments - Estimation Error Distribution 

• Distance measurement (Johnson and Farid 2007) 

 
 

 
• Geometry (occlusion) and texture information can progressively 

improve estimation accuracy.  
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To evaluate the estimation accuracy, we use the same distance measurement as previous work. Note that our paper has a typo error for this equation. Sorry for that.
The blue line is Farid’s method, the green one is our method with only occlusion information and no texture information. The red one is our method with both texture and occlusion information. We can see that geometry and …



Experiments - Different Individuals 

• Our method constantly outperforms previous 
method for all individuals and is more stable. 
 

ID1 & ID9 have relatively heavy facial hair. Previous 
method does not incorporate facial texture. 
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The YaleB dataset has 10 individuals. We can see that our method constantly …
Note that for ID1 and ID9, previous method has very bad accuracy, because …



Experiments – Splicing Detection Efficacy 

• All possible pairs in YaleB are “virtually” spliced together. Images 
taken under the same lighting direction are treated as “pristine”. 
Those taken under different lightings are treated as “spliced”. 

• At a false alarm rate of around 1%, the detection rate of Kee & 
Farid’s is 78.5%, while ours achieves 89.2%, achieving an improvement 
of more than 10% ! 
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This is the experiment for the splicing detection efficacy.
In this experiment, all possible pairs … Then, we can get this ROC curve
We can see that, at a false alarm rate of …



Experiments – A Splicing Example 

• Using the threshold at 1% false alarm rate, our 
method can detect more subtle inconsistency. 
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Here shows a splicing detection example. Using …



Conclusions 

• The relaxation of the convexity and constant 
reflectance assumptions are more applicable to 
human faces, and it can get improved forgery 
detection efficacy 

• The more information we have, the more reliable 
forensic determination we will get. (in this case, the 
non-convex shape & facial texture) 

• More assumption relaxations, e.g. distant light and 
Lambertian reflection, may further benefit the 
lighting based forensic techniques. 
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To conclude,
…



Thanks!   Q & A 
 

E-mail: bo.peng@nlpr.ia.ac.cn 
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