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MmWave channel estimation a challenging problem



Good news: MmWave channels are sparse
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Sub-6 GHz/mmWave multi-band communication
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Spatial congruence in sub-6 GHz and mmWave
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Figure 6.30: Measurement scenario. The Tx antenna was placed close to the Rx antenna in the 
LOS measurements, and, in a small kitchen in the end of the office space in the NLOS measure-

ments. 
 

In Figure 6.31, both the power propagation distance profiles and the LOS directional power 
distributions are shown for the measured frequencies. The similarity of characteristics over the 
full frequency range 5.8-58.7 GHz is striking except for NLOS where one strong cluster at 
about 70 m propagation distance in the 14.8 GHz power propagation distance profile which is 
absent at 5.8 GHz. This difference is, however, explained by that the windows, by occasion, 
block transmission at 5.8 GHz whereas they are fully transparent at 14.8 GHz. The 
phenomenon is due to interference by multiple reflections between the multiple layers of the 
windows and the corresponding attenuation is heavily oscillating over the full frequency range. 
At 14.8 GHz this effect results in a very significant pathway out of the window which is 
reflected back in again by an adjacent building.  

The results for both LOS and NLOS are summarized in Figure 6.32. No clear frequency trend 
is observed neither for delay spread nor angle spreads for the LOS scenario. For the NLOS 
scenario the delay spread is substantially larger at 14.8 GHz than at 5.8 GHz. This is however 
due to the window effect explained above. To summarize no clear frequency trend is observed 
neither for delay spread nor for angle spread.  

 

Figure 6.31: Directional power distributions (upper) and power propagation distance profiles 
(lower left) for the three frequencies 5.8 GHz, 14.8 GHz and 58.7 GHz in the LOS scenario. The 
lower right graph show the power propagation distance profiles for the NLOS scenario which 

was measured only at 5.8 GHz and 14.8 GHz. 
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Similar power delay profile for 10 GHz and 30 GHz [Dupleich’16]

Directional  power  distribution  profile  at  three  frequencies  [Perter’16]

Minor differences in CDFs of Azimuth/Elevation AoA/AoD spread [Ky’16]
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System and channel model
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sible in sub-6 GHz. We assume a narrowband signal model
for both the sub-6 GHz and the mmWave systems. Further,
the coherence time of the channel is long enough to permit (i)
retrieving angular information at sub-6 GHz, and (ii) using it
for mmWave CBS. This assumption is reasonable with direc-
tional beamforming at mmWave [12]. Both sub-6 GHz and
mmWave systems operate simultaneously.

Fig. 1: The uplink setup with co-located sub-6 GHz and
mmWave antenna arrays and a multipath channel.

3. MILLIMETER WAVE SYSTEM
In the training phase, the UE and BS use a sequence of pre-
coding and combining vectors. If the UE uses a training pre-
coding vector fm, and the BS uses a training combining vector
qn, then the received signal is

yn,m = q⇤
nHfmsm + q⇤

nvn,m, (1)

where H is the MBS ⇥MUE channel matrix, vn,m is the ad-
ditive noise, v ⇠ CN (0,�2

vI), and sm is the training symbol
on the beamforming vector fm. We use sm =

p
Es, where Es

is the transmit symbol energy. The UE transmits the training
signal on NUE distinct precoding vectors. For each precod-
ing vector, the BS uses NBS distinct combining vectors. The
subscripts m and n index the distinct precoders and combin-
ers, respectively. Collecting the received signals, we get an
NBS ⇥NUE measurement matrix

Y =
p
EsQ

⇤HF+V, (2)

where Q = [q1,q2, · · · ,qNBS ] is the MBS ⇥ NBS training
combining matrix, F = [f1, f2, · · · , fNUE ] is the MUE⇥NUE

training precoding matrix, and V is the NBS ⇥ NUE noise
matrix.

Due to the limited scattering of the mmWave channel [3],
we adopt a geometric channel model for H. There are P

multipaths in the channel, and each path is parameterized
by {↵p,�p, ✓p}, where ↵p is the complex gain (including
pathloss), and the variables {�p, ✓p} 2 (�⇡

2 ,
⇡
2 ] are the phys-

ical AoD/AoA. The spatial angles are ! , sin(�) and ⌫ ,
sin(✓). With these assumptions, the channel H is

H =

r
MUEMBS

P

PX

p=1

↵paBS(⌫p)a
⇤
UE(!p), (3)

where aUE(!) and aBS(⌫) are the array response vectors of
the UE and BS. The array response vector of the UE is

aUE(!) =
1p
MUE

[1, ej2⇡�!
, · · · , ej(MUE�1)2⇡�!]T, (4)

where � is the inter-element spacing in wavelength. The ar-
ray response vector of the BS is defined in a similar manner.

For analog beamforming, the phase of the signal trans-
mitted from each antenna is controlled by a network of ana-
log phase-shifters. If DUE = log2(MUE) bit phase-shifters
are used at the UE, and similarly DBS = log2(MBS), then
the DFT codebooks can be realized. The mth codeword in
the DFT codebook for the UE is aUE(!̄m), where !̄m =
2m�1�MUE

MUE
,m = 1, 2, · · · ,MUE. The DFT codebook for

the BS is similarly defined. Collectively the DFT codebook
for the UE is AUE and for the BS ABS. If the DFT codebooks
are used in the training phase, then the received measurement
matrix (in the absence of noise) is

G=A⇤
BSHAUE)g=vec(G)=(AT

UE ⌦A⇤
BS)vec(H).

(5)

Due to the limited scattering of H, it is implicit that G is a
sparse matrix, and is commonly referred to as the beamspace
representation of the channel [13]. Under the assumption
that {!1, · · · ,!p} 2 {!̄1, · · · , !̄MUE}, and {⌫1, · · · , ⌫p} 2
{⌫̄1, · · · , ⌫̄MBS}, g is a P -sparse vector. We proceed by as-
suming that the multipath angles follow the aforementioned
model. The index of the largest absolute entry in g, i.e.,
i

? = argmax
i

|[g]i|, determines the best beam-pair (or code-

words). Once the best beam-pair is known, the BS feedbacks
the best transmit beam information to the UE. Reconstructing
G (or g) by exhaustive search as in (5) incurs a training over-
head of MUE ⇥ MBS symbols. The training burden can be
reduced by exploiting the sparsity of g. The resulting frame-
work, called CBS, uses a few random measurements of the
space to estimate i

?. Codebooks that randomly sample the
space while respecting the analog beamforming constraints
were reported in [14], where UE designs its MUE ⇥ NUE

training codebook such that [F]n,m = 1p
MUE

e

j⇣n,m , where
⇣n,m is randomly and uniformly selected from the set of quan-
tized angles {0, 2⇡

2DUE
, · · · , 2⇡(2DUE�1)

2DUE
}. The BS similarly

designs its MBS ⇥ NBS training codebook Q. The received
signal matrix Y in (2) is vectorized to get

y=
p
Es(F

T⌦Q⇤)vec(H)+vec(V),

(b)
=
p

Es(F
T⌦Q⇤)(Ac

UE ⌦ABS)g+vec(V), (6)

where in (b) we used (5) to note that vec(H) = (Ac
UE ⌦

ABS)g. For notational simplicity, we introduce the measure-
ment matrix � =

p
Es(F

T ⌦Q⇤), and the dictionary matrix
 = (Ac

UE ⌦ABS). The proposed weighted-CBS approach
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representation of the channel [13]. Under the assumption
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reduced by exploiting the sparsity of g. The resulting frame-
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the coherence time of the channel is long enough to permit (i)
retrieving angular information at sub-6 GHz, and (ii) using it
for mmWave CBS. This assumption is reasonable with direc-
tional beamforming at mmWave [12]. Both sub-6 GHz and
mmWave systems operate simultaneously.
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For analog beamforming, the phase of the signal trans-
mitted from each antenna is controlled by a network of ana-
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are used at the UE, and similarly DBS = log2(MBS), then
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vI), and sm is the training symbol
on the beamforming vector fm. We use sm =
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Es, where Es

is the transmit symbol energy. The UE transmits the training
signal on NUE distinct precoding vectors. For each precod-
ing vector, the BS uses NBS distinct combining vectors. The
subscripts m and n index the distinct precoders and combin-
ers, respectively. Collecting the received signals, we get an
NBS ⇥NUE measurement matrix

Y =
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EsQ

⇤HF+V, (2)

where Q = [q1,q2, · · · ,qNBS ] is the MBS ⇥ NBS training
combining matrix, F = [f1, f2, · · · , fNUE ] is the MUE⇥NUE

training precoding matrix, and V is the NBS ⇥ NUE noise
matrix.

Due to the limited scattering of the mmWave channel [3],
we adopt a geometric channel model for H. There are P

multipaths in the channel, and each path is parameterized
by {↵p,�p, ✓p}, where ↵p is the complex gain (including
pathloss), and the variables {�p, ✓p} 2 (�⇡
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where aUE(!) and aBS(⌫) are the array response vectors of
the UE and BS. The array response vector of the UE is

aUE(!) =
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where � is the inter-element spacing in wavelength. The ar-
ray response vector of the BS is defined in a similar manner.

For analog beamforming, the phase of the signal trans-
mitted from each antenna is controlled by a network of ana-
log phase-shifters. If DUE = log2(MUE) bit phase-shifters
are used at the UE, and similarly DBS = log2(MBS), then
the DFT codebooks can be realized. The mth codeword in
the DFT codebook for the UE is aUE(!̄m), where !̄m =
2m�1�MUE

MUE
,m = 1, 2, · · · ,MUE. The DFT codebook for

the BS is similarly defined. Collectively the DFT codebook
for the UE is AUE and for the BS ABS. If the DFT codebooks
are used in the training phase, then the received measurement
matrix (in the absence of noise) is
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BSHAUE)g=vec(G)=(AT
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BS)vec(H).

(5)

Due to the limited scattering of H, it is implicit that G is a
sparse matrix, and is commonly referred to as the beamspace
representation of the channel [13]. Under the assumption
that {!1, · · · ,!p} 2 {!̄1, · · · , !̄MUE}, and {⌫1, · · · , ⌫p} 2
{⌫̄1, · · · , ⌫̄MBS}, g is a P -sparse vector. We proceed by as-
suming that the multipath angles follow the aforementioned
model. The index of the largest absolute entry in g, i.e.,
i

? = argmax
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|[g]i|, determines the best beam-pair (or code-

words). Once the best beam-pair is known, the BS feedbacks
the best transmit beam information to the UE. Reconstructing
G (or g) by exhaustive search as in (5) incurs a training over-
head of MUE ⇥ MBS symbols. The training burden can be
reduced by exploiting the sparsity of g. The resulting frame-
work, called CBS, uses a few random measurements of the
space to estimate i

?. Codebooks that randomly sample the
space while respecting the analog beamforming constraints
were reported in [14], where UE designs its MUE ⇥ NUE

training codebook such that [F]n,m = 1p
MUE
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designs its MBS ⇥ NBS training codebook Q. The received
signal matrix Y in (2) is vectorized to get
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ABS)g. For notational simplicity, we introduce the measure-
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recovers g (or equivalently i

?), by solving the weighted `1-
minimization problem

minimize kgkw,1

subject to ky �� gk2  ✏,

(P1)

where kgkw,1 =
PMUEMBS

i=1 [w]i|[g]i|, and ✏ is the upper
bound on noise contribution in (6) [10], w 2 RMUEMBS is
the weighting vector that captures the prior information about
non-uniformity in the support of g. In absence of prior infor-
mation about the support set, (P1) can be solved using uni-
form weights w = �1, where 0 < � <= 1, i.e., the CBS
approach. In the following section, we outline a strategy to
extract the weighting information from sub-6 GHz.

4. SUB-6 GHz SYSTEM
We underline all sub-6 GHz variables to distinguish them
from mmWave. There are MUE antennas at UE and MBS

antennas at the BS. The uplink received signal has the form

r = Hf s+ v, (7)

where all variables are defined analogous to the mmWave
case. We proceed by making a simplistic assumption that sub-
6 GHz also has P multipaths. The implications of violating
this assumption are discussed briefly at the end of this section.
The sub-6 GHz channel has P multipaths that are parameter-
ized by {↵p, ✓p,�p

}. In the training phase, UE transmits the
symbols sm =

p
Es using MUE orthogonal precoding vec-

tors fm. Using the columns of MUE⇥MUE identity matrix as
precoding vectors, we collect the MUE received signals (that
is one snapshot of the channel) in an MUEMBS ⇥ 1 vector
r̃ = [rT1 , r

T
2 , · · · , rTMUE

]T.
With no analog constraints at sub-6 GHz, the multipath

angles can be estimated using typical signal subspace algo-
rithms. In this work, we use the Double Root-MUSIC algo-
rithm (DRM) [15], which can recover P  MBS(MUE �
1) multipaths, and automatically pairs the AoDs and AoAs.
The DRM algorithm requires the channel correlation matrix,
which can be estimated by an ensemble average based on a
few snapshots of the channel.

Once the angle estimates are available, we use Algo-
rithm 1 for calculating w. The main idea behind weighting
in (P1) is to heavily penalize the entries in g that are likely to
be zero, and vice versa. The proposed algorithm obtains such
weights by incorporating, (i) the mismatch in sub-6 GHz and
mmWave multipaths, and (ii) the success probability of the
DRM algorithm. If we define the set of mmWave multipath
angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )}, and the set of sub-6
GHz multipath angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )},
then the probability of mismatch ⇢mis is

⇢mis = 1� 1
P E [|A \A|] , (8)

and the success probability of the DRM algorithm is

⇢sdrm=E
⇥

{|!p � !̂p|<M

�1
UE, |⌫p � ⌫̂p|<M

�1
BS }

⇤
. (9)

In Algorithm 1, P is the index set for the entries that are
likely to be nonzero. For the ideal case (no mismatch and
100% success rate of DRM), ⇢sdrm(1�⇢mis) = 1, and entries
indexed by P are not penalized. Further, when ⇢sdrm(1�
⇢mis) = 1 � ⇢sdrm(1 � ⇢mis) = 0.5, weighted-CBS re-
duces to CBS. We assume that the accurate estimates of ⇢mis

and ⇢sdrm are available, and leave the empirical estimation of
these probabilities to a future work.

Algorithm 1 Weight vector calculation

Input: The multipath angle estimates (!̂p, ⌫̂p), p =
1, 2, · · · , P , success probability of DRM ⇢sdrm, and mis-
match probability ⇢mis.

Output: The weight vector, w.
1: Use (!̂p, ⌫̂p) with ↵̂p = 1 in (3) to get Ĥ.
2: Calculate initial weights winit = | ⇤vec(Ĥ)|.
3: Populate the index set P , with the indices of P largest

elements of winit.
4: Calculate weight vector as [w]P = 1 � ⇢sdrm(1 � ⇢mis)

and [w]{1,2,··· ,MUE⇥MBS}\P = ⇢sdrm(1� ⇢mis).

The sub-6 GHz channel is expected to have more multi-
paths compared to the mmWave channel, in part due to lower
pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
CBS approach [10]. For clustered multipaths, the mean angle
and angle spread can be estimated, e.g., using [16], instead of
estimating all paths individually. In this case, the proposed
weighted-CBS approach can be used with appropriate modi-
fications in weight vector calculation.

5. SPATIAL CONGRUENCE
Some mismatch between sub-6 GHz and mmWave charac-
teristics is expected, e.g., the delay spread varies with fre-
quency [17]. The spatial characteristics, however, are more
consistent. In [18], the spatial characteristics of 5.8 GHz, 14.8
GHz, and 58.7 GHz channels were reported to be almost iden-
tical. The measurement results in [7] also confirm the value
of sub-6 GHz angular information for mmWave link estab-
lishment. As such, we expect sufficient (albeit not perfect)
congruence between sub-6 GHz and mmWave.

6. SIMULATION RESULTS
The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
2.5 and 3, respectively. We use ↵p ⇠ CN (0,�2

↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We
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fect) congruence between sub-6 GHz and mmWave.
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The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
2.5 and 3, respectively. We use ↵p ⇠ CN (0,�2

↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We
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Recall that we want to solve

recovers g (or equivalently i

?), by solving the weighted `1-
minimization problem

minimize kgkw,1

subject to ky �� gk2  ✏,

(P1)

where kgkw,1 =
PMUEMBS

i=1 [w]i|[g]i|, and ✏ is the upper
bound on noise contribution in (6) [10], w 2 RMUEMBS is
the weighting vector that captures the prior information about
non-uniformity in the support of g. In absence of prior infor-
mation about the support set, (P1) can be solved using uni-
form weights w = �1, where 0 < � <= 1, i.e., the CBS
approach. In the following section, we outline a strategy to
extract the weighting information from sub-6 GHz.

4. SUB-6 GHz SYSTEM
We underline all sub-6 GHz variables to distinguish them
from mmWave. There are MUE antennas at UE and MBS

antennas at the BS. The uplink received signal has the form

r = Hf s+ v, (7)

where all variables are defined analogous to the mmWave
case. We proceed by making a simplistic assumption that sub-
6 GHz also has P multipaths. The implications of violating
this assumption are discussed briefly at the end of this section.
The sub-6 GHz channel has P multipaths that are parameter-
ized by {↵p, ✓p,�p

}. In the training phase, UE transmits the
symbols sm =

p
Es using MUE orthogonal precoding vec-

tors fm. Using the columns of MUE⇥MUE identity matrix as
precoding vectors, we collect the MUE received signals (that
is one snapshot of the channel) in an MUEMBS ⇥ 1 vector
r̃ = [rT1 , r

T
2 , · · · , rTMUE

]T.
With no analog constraints at sub-6 GHz, the multipath

angles can be estimated using typical signal subspace algo-
rithms. In this work, we use the Double Root-MUSIC algo-
rithm (DRM) [15], which can recover P  MBS(MUE �
1) multipaths, and automatically pairs the AoDs and AoAs.
The DRM algorithm requires the channel correlation matrix,
which can be estimated by an ensemble average based on a
few snapshots of the channel.

Once the angle estimates are available, we use Algo-
rithm 1 for calculating w. The main idea behind weighting
in (P1) is to heavily penalize the entries in g that are likely to
be zero, and vice versa. The proposed algorithm obtains such
weights by incorporating, (i) the mismatch in sub-6 GHz and
mmWave multipaths, and (ii) the success probability of the
DRM algorithm. If we define the set of mmWave multipath
angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )}, and the set of sub-6
GHz multipath angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )},
then the probability of mismatch ⇢mis is

⇢mis = 1� 1
P E [|A \A|] , (8)

and the success probability of the DRM algorithm is

⇢sdrm=E
⇥

{|!p � !̂p|<M

�1
UE, |⌫p � ⌫̂p|<M

�1
BS }

⇤
. (9)

In Algorithm 1, P is the index set for the entries that are
likely to be nonzero. For the ideal case (no mismatch and
100% success rate of DRM), ⇢sdrm(1�⇢mis) = 1, and entries
indexed by P are not penalized. Further, when ⇢sdrm(1�
⇢mis) = 1 � ⇢sdrm(1 � ⇢mis) = 0.5, weighted-CBS re-
duces to CBS. We assume that the accurate estimates of ⇢mis

and ⇢sdrm are available, and leave the empirical estimation of
these probabilities to a future work.

Algorithm 1 Weight vector calculation

Input: The multipath angle estimates (!̂p, ⌫̂p), p =
1, 2, · · · , P , success probability of DRM ⇢sdrm, and mis-
match probability ⇢mis.

Output: The weight vector, w.
1: Use (!̂p, ⌫̂p) with ↵̂p = 1 in (3) to get Ĥ.
2: Calculate initial weights winit = | ⇤vec(Ĥ)|.
3: Populate the index set P , with the indices of P largest

elements of winit.
4: Calculate weight vector as [w]P = 1 � ⇢sdrm(1 � ⇢mis)

and [w]{1,2,··· ,MUE⇥MBS}\P = ⇢sdrm(1� ⇢mis).

The sub-6 GHz channel is expected to have more multi-
paths compared to the mmWave channel, in part due to lower
pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
CBS approach [10]. For clustered multipaths, the mean angle
and angle spread can be estimated, e.g., using [16], instead of
estimating all paths individually. In this case, the proposed
weighted-CBS approach can be used with appropriate modi-
fications in weight vector calculation.

5. SPATIAL CONGRUENCE
Some mismatch between sub-6 GHz and mmWave charac-
teristics is expected, e.g., the delay spread varies with fre-
quency [17]. The spatial characteristics, however, are more
consistent. In [18], the spatial characteristics of 5.8 GHz, 14.8
GHz, and 58.7 GHz channels were reported to be almost iden-
tical. The measurement results in [7] also confirm the value
of sub-6 GHz angular information for mmWave link estab-
lishment. As such, we expect sufficient (albeit not perfect)
congruence between sub-6 GHz and mmWave.

6. SIMULATION RESULTS
The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
2.5 and 3, respectively. We use ↵p ⇠ CN (0,�2

↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We
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1) multipaths, and automatically pairs the AoDs and AoAs.
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indexed by P are not penalized. Further, when ⇢sdrm(1�
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duces to CBS. We assume that the accurate estimates of ⇢mis

and ⇢sdrm are available, and leave the empirical estimation of
these probabilities to a future work.

Algorithm 1 Weight vector calculation

Input: The multipath angle estimates (!̂p, ⌫̂p), p =
1, 2, · · · , P , success probability of DRM ⇢sdrm, and mis-
match probability ⇢mis.

Output: The weight vector, w.
1: Use (!̂p, ⌫̂p) with ↵̂p = 1 in (3) to get Ĥ.
2: Calculate initial weights winit = | ⇤vec(Ĥ)|.
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4: Calculate weight vector as [w]P = 1 � ⇢sdrm(1 � ⇢mis)

and [w]{1,2,··· ,MUE⇥MBS}\P = ⇢sdrm(1� ⇢mis).

The sub-6 GHz channel is expected to have more multi-
paths compared to the mmWave channel, in part due to lower
pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
CBS approach [10]. For clustered multipaths, the mean angle
and angle spread can be estimated, e.g., using [16], instead of
estimating all paths individually. In this case, the proposed
weighted-CBS approach can be used with appropriate modi-
fications in weight vector calculation.

5. SPATIAL CONGRUENCE
Some mismatch between sub-6 GHz and mmWave charac-
teristics is expected, e.g., the delay spread varies with fre-
quency [17]. The spatial characteristics, however, are more
consistent. In [18], the spatial characteristics of 5.8 GHz,
14.8 GHz, and 58.7 GHz channels were reported to be al-
most identical. The measurement results in [7] also confirm
the value of sub-6 GHz angular information for mmWave link
establishment. As such, we expect sufficient (albeit not per-
fect) congruence between sub-6 GHz and mmWave.

6. SIMULATION RESULTS
The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
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1) multipaths, and automatically pairs the AoDs and AoAs.
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which can be estimated by an ensemble average based on a
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rithm 1 for calculating w. The main idea behind weighting
in (P1) is to heavily penalize the entries in g that are likely to
be zero, and vice versa. The proposed algorithm obtains such
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pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
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↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We

sible in sub-6 GHz. We assume a narrowband signal model
for both the sub-6 GHz and the mmWave systems. Further,
the coherence time of the channel is long enough to permit (i)
retrieving angular information at sub-6 GHz, and (ii) using it
for mmWave CBS. This assumption is reasonable with direc-
tional beamforming at mmWave [12]. Both sub-6 GHz and
mmWave systems operate simultaneously.

Fig. 1: The uplink setup with co-located sub-6 GHz and
mmWave antenna arrays and a multipath channel.

3. MILLIMETER WAVE SYSTEM
In the training phase, the UE and BS use a sequence of pre-
coding and combining vectors. If the UE uses a training pre-
coding vector fm, and the BS uses a training combining vector
qn, then the received signal is

yn,m = q⇤
nHfmsm + q⇤

nvn,m, (1)

where H is the MBS ⇥MUE channel matrix, vn,m is the ad-
ditive noise, v ⇠ CN (0,�2

vI), and sm is the training symbol
on the beamforming vector fm. We use sm =

p
Es, where Es

is the transmit symbol energy. The UE transmits the training
signal on NUE distinct precoding vectors. For each precod-
ing vector, the BS uses NBS distinct combining vectors. The
subscripts m and n index the distinct precoders and combin-
ers, respectively. Collecting the received signals, we get an
NBS ⇥NUE measurement matrix

Y =
p
EsQ
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where Q = [q1,q2, · · · ,qNBS ] is the MBS ⇥ NBS training
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training precoding matrix, and V is the NBS ⇥ NUE noise
matrix.

Due to the limited scattering of the mmWave channel [3],
we adopt a geometric channel model for H. There are P

multipaths in the channel, and each path is parameterized
by {↵p,�p, ✓p}, where ↵p is the complex gain (including
pathloss), and the variables {�p, ✓p} 2 (�⇡
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where � is the inter-element spacing in wavelength. The ar-
ray response vector of the BS is defined in a similar manner.

For analog beamforming, the phase of the signal trans-
mitted from each antenna is controlled by a network of ana-
log phase-shifters. If DUE = log2(MUE) bit phase-shifters
are used at the UE, and similarly DBS = log2(MBS), then
the DFT codebooks can be realized. The mth codeword in
the DFT codebook for the UE is aUE(!̄m), where !̄m =
2m�1�MUE

MUE
,m = 1, 2, · · · ,MUE. The DFT codebook for

the BS is similarly defined. Collectively the DFT codebook
for the UE is AUE and for the BS ABS. If the DFT codebooks
are used in the training phase, then the received measurement
matrix (in the absence of noise) is

G=A⇤
BSHAUE)g=vec(G)=(AT

UE ⌦A⇤
BS)vec(H).

(5)

Due to the limited scattering of H, it is implicit that G is a
sparse matrix, and is commonly referred to as the beamspace
representation of the channel [13]. Under the assumption
that {!1, · · · ,!p} 2 {!̄1, · · · , !̄MUE}, and {⌫1, · · · , ⌫p} 2
{⌫̄1, · · · , ⌫̄MBS}, g is a P -sparse vector. We proceed by as-
suming that the multipath angles follow the aforementioned
model. The index of the largest absolute entry in g, i.e.,
i

? = argmax
i

|[g]i|, determines the best beam-pair (or code-

words). Once the best beam-pair is known, the BS feedbacks
the best transmit beam information to the UE. Reconstructing
G (or g) by exhaustive search as in (5) incurs a training over-
head of MUE ⇥ MBS symbols. The training burden can be
reduced by exploiting the sparsity of g. The resulting frame-
work, called CBS, uses a few random measurements of the
space to estimate i

?. Codebooks that randomly sample the
space while respecting the analog beamforming constraints
were reported in [14], where UE designs its MUE ⇥ NUE

training codebook such that [F]n,m = 1p
MUE

e

j⇣n,m , where
⇣n,m is randomly and uniformly selected from the set of quan-
tized angles {0, 2⇡
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}. The BS similarly

designs its MBS ⇥ NBS training codebook Q. The received
signal matrix Y in (2) is vectorized to get
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=
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where in (b) we used (5) to note that vec(H) = (Ac
UE ⌦

ABS)g. For notational simplicity, we introduce the measure-
ment matrix � =

p
Es(F

T ⌦Q⇤), and the dictionary matrix
 = (Ac

UE ⌦ABS). The proposed weighted-CBS approach

sible in sub-6 GHz. We assume a narrowband signal model
for both the sub-6 GHz and the mmWave systems. Further,
the coherence time of the channel is long enough to permit (i)
retrieving angular information at sub-6 GHz, and (ii) using it
for mmWave CBS. This assumption is reasonable with direc-
tional beamforming at mmWave [12]. Both sub-6 GHz and
mmWave systems operate simultaneously.

Fig. 1: The uplink setup with co-located sub-6 GHz and
mmWave antenna arrays and a multipath channel.
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Weight calculation

recovers g (or equivalently i

?), by solving the weighted `1-
minimization problem

minimize kgkw,1

subject to ky �� gk2  ✏,

(P1)

where kgkw,1 =
PMUEMBS

i=1 [w]i|[g]i|, and ✏ is the upper
bound on noise contribution in (6) [10], w 2 RMUEMBS is
the weighting vector that captures the prior information about
non-uniformity in the support of g. In absence of prior infor-
mation about the support set, (P1) can be solved using uni-
form weights w = �1, where 0 < � <= 1, i.e., the CBS
approach. In the following section, we outline a strategy to
extract the weighting information from sub-6 GHz.

4. SUB-6 GHz SYSTEM
We underline all sub-6 GHz variables to distinguish them
from mmWave. There are MUE antennas at UE and MBS

antennas at the BS. The uplink received signal has the form

r = Hf s+ v, (7)

where all variables are defined analogous to the mmWave
case. We proceed by making a simplistic assumption that sub-
6 GHz also has P multipaths. The implications of violating
this assumption are discussed briefly at the end of this section.
The sub-6 GHz channel has P multipaths that are parameter-
ized by {↵p, ✓p,�p

}. In the training phase, UE transmits the
symbols sm =

p
Es using MUE orthogonal precoding vec-

tors fm. Using the columns of MUE⇥MUE identity matrix as
precoding vectors, we collect the MUE received signals (that
is one snapshot of the channel) in an MUEMBS ⇥ 1 vector
r̃ = [rT1 , r

T
2 , · · · , rTMUE

]T.
With no analog constraints at sub-6 GHz, the multipath

angles can be estimated using typical signal subspace algo-
rithms. In this work, we use the Double Root-MUSIC algo-
rithm (DRM) [15], which can recover P  MBS(MUE �
1) multipaths, and automatically pairs the AoDs and AoAs.
The DRM algorithm requires the channel correlation matrix,
which can be estimated by an ensemble average based on a
few snapshots of the channel.

Once the angle estimates are available, we use Algo-
rithm 1 for calculating w. The main idea behind weighting
in (P1) is to heavily penalize the entries in g that are likely to
be zero, and vice versa. The proposed algorithm obtains such
weights by incorporating, (i) the mismatch in sub-6 GHz and
mmWave multipaths, and (ii) the success probability of the
DRM algorithm. If we define the set of mmWave multipath
angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )}, and the set of sub-6
GHz multipath angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )},
then the probability of mismatch ⇢mis is

⇢mis = 1� 1
P E [|A \A|] , (8)

and the success probability of the DRM algorithm is

⇢sdrm=E
⇥

{|!p � !̂p|<M

�1
UE, |⌫p � ⌫̂p|<M

�1
BS }

⇤
. (9)

In Algorithm 1, P is the index set for the entries that are
likely to be nonzero. For the ideal case (no mismatch and
100% success rate of DRM), ⇢sdrm(1�⇢mis) = 1, and entries
indexed by P are not penalized. Further, when ⇢sdrm(1�
⇢mis) = 1 � ⇢sdrm(1 � ⇢mis) = 0.5, weighted-CBS re-
duces to CBS. We assume that the accurate estimates of ⇢mis

and ⇢sdrm are available, and leave the empirical estimation of
these probabilities to a future work.

Algorithm 1 Weight vector calculation

Input: The multipath angle estimates (!̂p, ⌫̂p), p =
1, 2, · · · , P , success probability of DRM ⇢sdrm, and mis-
match probability ⇢mis.

Output: The weight vector, w.
1: Use (!̂p, ⌫̂p) with ↵̂p = 1 in (3) to get Ĥ.
2: Calculate initial weights winit = | ⇤vec(Ĥ)|.
3: Populate the index set P , with the indices of P largest

elements of winit.
4: Calculate weight vector as [w]P = 1 � ⇢sdrm(1 � ⇢mis)

and [w]{1,2,··· ,MUE⇥MBS}\P = ⇢sdrm(1� ⇢mis).

The sub-6 GHz channel is expected to have more multi-
paths compared to the mmWave channel, in part due to lower
pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
CBS approach [10]. For clustered multipaths, the mean angle
and angle spread can be estimated, e.g., using [16], instead of
estimating all paths individually. In this case, the proposed
weighted-CBS approach can be used with appropriate modi-
fications in weight vector calculation.

5. SPATIAL CONGRUENCE
Some mismatch between sub-6 GHz and mmWave charac-
teristics is expected, e.g., the delay spread varies with fre-
quency [17]. The spatial characteristics, however, are more
consistent. In [18], the spatial characteristics of 5.8 GHz,
14.8 GHz, and 58.7 GHz channels were reported to be al-
most identical. The measurement results in [7] also confirm
the value of sub-6 GHz angular information for mmWave link
establishment. As such, we expect sufficient (albeit not per-
fect) congruence between sub-6 GHz and mmWave.

6. SIMULATION RESULTS
The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
2.5 and 3, respectively. We use ↵p ⇠ CN (0,�2

↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We
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?), by solving the weighted `1-
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bound on noise contribution in (6) [10], w 2 RMUEMBS is
the weighting vector that captures the prior information about
non-uniformity in the support of g. In absence of prior infor-
mation about the support set, (P1) can be solved using uni-
form weights w = �1, where 0 < � <= 1, i.e., the CBS
approach. In the following section, we outline a strategy to
extract the weighting information from sub-6 GHz.

4. SUB-6 GHz SYSTEM
We underline all sub-6 GHz variables to distinguish them
from mmWave. There are MUE antennas at UE and MBS

antennas at the BS. The uplink received signal has the form

r = Hf s+ v, (7)

where all variables are defined analogous to the mmWave
case. We proceed by making a simplistic assumption that sub-
6 GHz also has P multipaths. The implications of violating
this assumption are discussed briefly at the end of this section.
The sub-6 GHz channel has P multipaths that are parameter-
ized by {↵p, ✓p,�p

}. In the training phase, UE transmits the
symbols sm =

p
Es using MUE orthogonal precoding vec-

tors fm. Using the columns of MUE⇥MUE identity matrix as
precoding vectors, we collect the MUE received signals (that
is one snapshot of the channel) in an MUEMBS ⇥ 1 vector
r̃ = [rT1 , r

T
2 , · · · , rTMUE

]T.
With no analog constraints at sub-6 GHz, the multipath

angles can be estimated using typical signal subspace algo-
rithms. In this work, we use the Double Root-MUSIC algo-
rithm (DRM) [15], which can recover P  MBS(MUE �
1) multipaths, and automatically pairs the AoDs and AoAs.
The DRM algorithm requires the channel correlation matrix,
which can be estimated by an ensemble average based on a
few snapshots of the channel.

Once the angle estimates are available, we use Algo-
rithm 1 for calculating w. The main idea behind weighting
in (P1) is to heavily penalize the entries in g that are likely to
be zero, and vice versa. The proposed algorithm obtains such
weights by incorporating, (i) the mismatch in sub-6 GHz and
mmWave multipaths, and (ii) the success probability of the
DRM algorithm. If we define the set of mmWave multipath
angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )}, and the set of sub-6
GHz multipath angles as A = {(!1, ⌫1), · · · , (!P , ⌫P )},
then the probability of mismatch ⇢mis is

⇢mis = 1� 1
P E [|A \A|] , (8)

and the success probability of the DRM algorithm is

⇢sdrm=E
⇥

{|!p � !̂p|<M

�1
UE, |⌫p � ⌫̂p|<M

�1
BS }

⇤
. (9)

In Algorithm 1, P is the index set for the entries that are
likely to be nonzero. For the ideal case (no mismatch and
100% success rate of DRM), ⇢sdrm(1�⇢mis) = 1, and entries
indexed by P are not penalized. Further, when ⇢sdrm(1�
⇢mis) = 1 � ⇢sdrm(1 � ⇢mis) = 0.5, weighted-CBS re-
duces to CBS. We assume that the accurate estimates of ⇢mis

and ⇢sdrm are available, and leave the empirical estimation of
these probabilities to a future work.

Algorithm 1 Weight vector calculation

Input: The multipath angle estimates (!̂p, ⌫̂p), p =
1, 2, · · · , P , success probability of DRM ⇢sdrm, and mis-
match probability ⇢mis.

Output: The weight vector, w.
1: Use (!̂p, ⌫̂p) with ↵̂p = 1 in (3) to get Ĥ.
2: Calculate initial weights winit = | ⇤vec(Ĥ)|.
3: Populate the index set P , with the indices of P largest

elements of winit.
4: Calculate weight vector as [w]P = 1 � ⇢sdrm(1 � ⇢mis)

and [w]{1,2,··· ,MUE⇥MBS}\P = ⇢sdrm(1� ⇢mis).

The sub-6 GHz channel is expected to have more multi-
paths compared to the mmWave channel, in part due to lower
pathloss and better propagation conditions. In this case ⇢sdrm
will typically decrease and so will the gains of the weighted-
CBS. That said, if the weighting is more than 50% accurate,
then the weighted-CBS approach will perform better than the
CBS approach [10]. For clustered multipaths, the mean angle
and angle spread can be estimated, e.g., using [16], instead of
estimating all paths individually. In this case, the proposed
weighted-CBS approach can be used with appropriate modi-
fications in weight vector calculation.

5. SPATIAL CONGRUENCE
Some mismatch between sub-6 GHz and mmWave charac-
teristics is expected, e.g., the delay spread varies with fre-
quency [17]. The spatial characteristics, however, are more
consistent. In [18], the spatial characteristics of 5.8 GHz,
14.8 GHz, and 58.7 GHz channels were reported to be al-
most identical. The measurement results in [7] also confirm
the value of sub-6 GHz angular information for mmWave link
establishment. As such, we expect sufficient (albeit not per-
fect) congruence between sub-6 GHz and mmWave.

6. SIMULATION RESULTS
The simulation parameters are given in Table 1. The transmis-
sion power for both sub-6 GHz and mmWave is 37 dBm and
the UE-BS separation is 400m. The bandwidth of the sub-6
GHz and mmWave system is 15MHz and 85MHz respec-
tively. The pathloss is calculated based on center frequen-
cies of sub-6 GHz and mmWave, with pathloss coefficients
2.5 and 3, respectively. We use ↵p ⇠ CN (0,�2

↵). The sub-6
GHz correlation is estimated using 100 snapshots of the chan-
nel and the problem (P1) is implemented in CVX [19]. We

Corresponding to the dominant angles
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Table 1: Simulation Parameters

Parameter Value Parameter Value
MUE 16 MBS 32
MUE 2 MBS 4
f 28 GHz f 3.5 GHz

� 1/2 � 1/2
DUE 4 DBS 5

use effective achievable rate Re↵ as the performance metric,
which is defined as

Re↵ =
1

T

TX

t=1

⌘log2(1+|a⇤BS(⌫̄n̂)HaUE(!̄m̂)|2SNR), (10)

where ⌘ , max(0, 1� (NUE ⇥NBS)/LH), LH is the chan-
nel coherence time, n̂ and m̂ are the estimated transmit and
receive codeword indices, and T = 1000 is the number of
independent trials for ensemble averaging.

The rate results as a function of the number of mea-
surements are plotted in Fig. 2, for three channel coherence
values and ⇢mis = 0.2. We do not assume any loss in the
rate of weighted-CBS for correlation construction, as chan-
nel correlation can be constructed in the data transmission
phase. For LH = 1000 case, the CBS obtains its highest
rate with 98 measurements, whereas weighted-CBS attains
a better rate with 32 measurements, implying a 3x training
overhead reduction. Further, for the same LH = 1000 case,
weighted-CBS outperforms exhaustive search with only 4
measurements, implying a 128x training overhead reduction.
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Fig. 2: The effective achievable rate of weighted-CBS against
the number of measurements. (⇢mis = 0.2).

The weighted-CBS approach relies on the weighting in-
formation. Hence, we assess the degree of spatial congru-
ence, between sub-6 GHz and mmWave, required for the suc-

cess of weighted-CBS. In Fig. 3, we plot the rate as a func-
tion of the probability of mismatch ⇢mis. It is observed that
in practice for ⇢mis larger than 0.43, the weighting has a
detrimental effect on the recovery. With ⇢sdrm factored in
(which is empirically estimated to be 0.89), the weight vec-
tor entries for ⇢mis = 0.43 are wP = 0.4927 ⇡ 0.5 and
w{1,2,··· ,MUEMBS} \P = 0.5073 ⇡ 0.5, which is close to uni-
form weighting, i.e., CBS. If perfect sub-6 GHz angle esti-
mation is assumed, then weighted-CBS performs better than
CBS with ⇢mis < 0.5, which is consistent with earlier theo-
retical findings [10].
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Fig. 3: The effective achievable rate of weighted-CBS against
mismatch probability. (NUE ⇥NBS = 36, LH = 1).

7. CONCLUSION AND FUTURE WORK
We proposed weighted compressed beam-selection for
mmWave systems. For co-located and aligned (sub-6
GHz and mmWave) arrays of comparable aperture, the
proposed approach exploits the spatial information of sub-
6 GHz channel (obtained via Double Root-MUSIC) for
mmWave compressed beam-selection. The rate results
showed that with channel coherence of 1000 symbols, the
proposed approach reduces the training overhead of exhaus-
tive search and compressed beam-selection by 128x and 3x,
respectively. The proposed approach provides benefit over
compressed beam-selection if the reliability of weighting in-
formation is more than 50%. The directions for future work
include off-the-grid AoDs and AoAs, extensions to wideband
channels, and incorporating angle spread.
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Out-of-band information useful with a few 
measurements

Region of interest 
from

mmWave beam-selection 
point of  view

With  small  coherence  time,  the  benefit  
is  more  pronounced  with  small  

coherence  time

Channel  
coherence
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Table 1: Simulation Parameters

Parameter Value Parameter Value
MUE 16 MBS 32
MUE 2 MBS 4
f 28 GHz f 3.5 GHz

� 1/2 � 1/2
DUE 4 DBS 5

use effective achievable rate Re↵ as the performance metric,
which is defined as

Re↵ =
1

T

TX

t=1

⌘log2(1+|a⇤BS(⌫̄n̂)HaUE(!̄m̂)|2SNR), (10)

where ⌘ , max(0, 1� (NUE ⇥NBS)/LH), LH is the chan-
nel coherence time, n̂ and m̂ are the estimated transmit and
receive codeword indices, and T = 1000 is the number of
independent trials for ensemble averaging.

The rate results as a function of the number of mea-
surements are plotted in Fig. 2, for three channel coherence
values and ⇢mis = 0.2. We do not assume any loss in the
rate of weighted-CBS for correlation construction, as chan-
nel correlation can be constructed in the data transmission
phase. For LH = 1000 case, the CBS obtains its highest
rate with 98 measurements, whereas weighted-CBS attains
a better rate with 32 measurements, implying a 3x training
overhead reduction. Further, for the same LH = 1000 case,
weighted-CBS outperforms exhaustive search with only 4
measurements, implying a 128x training overhead reduction.
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Fig. 2: The effective achievable rate of weighted-CBS against
the number of measurements. (⇢mis = 0.2).

The weighted-CBS approach relies on the weighting in-
formation. Hence, we assess the degree of spatial congru-
ence, between sub-6 GHz and mmWave, required for the suc-

cess of weighted-CBS. In Fig. 3, we plot the rate as a func-
tion of the probability of mismatch ⇢mis. It is observed that
in practice for ⇢mis larger than 0.43, the weighting has a
detrimental effect on the recovery. With ⇢sdrm factored in
(which is empirically estimated to be 0.89), the weight vec-
tor entries for ⇢mis = 0.43 are wP = 0.4927 ⇡ 0.5 and
w{1,2,··· ,MUEMBS} \P = 0.5073 ⇡ 0.5, which is close to uni-
form weighting, i.e., CBS. If perfect sub-6 GHz angle esti-
mation is assumed, then weighted-CBS performs better than
CBS with ⇢mis < 0.5, which is consistent with earlier theo-
retical findings [10].
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Fig. 3: The effective achievable rate of weighted-CBS against
mismatch probability. (NUE ⇥NBS = 36, LH = 1).

7. CONCLUSION AND FUTURE WORK
We proposed weighted compressed beam-selection for
mmWave systems. For co-located and aligned (sub-6
GHz and mmWave) arrays of comparable aperture, the
proposed approach exploits the spatial information of sub-
6 GHz channel (obtained via Double Root-MUSIC) for
mmWave compressed beam-selection. The rate results
showed that with channel coherence of 1000 symbols, the
proposed approach reduces the training overhead of exhaus-
tive search and compressed beam-selection by 128x and 3x,
respectively. The proposed approach provides benefit over
compressed beam-selection if the reliability of weighting in-
formation is more than 50%. The directions for future work
include off-the-grid AoDs and AoAs, extensions to wideband
channels, and incorporating angle spread.

Observations

Out-of-band information useful when the 
sub-6 GHz and mmWave channel’s dominant 

AoA/AoD are similar

If  the  dominant  AoA/AoD are  
substantially  different,  in-band  only  

training  is  more  beneficial  

Agrees with previous 
theoretical findings 
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Weighted CS based Recovery is promising to reduce overhead in comparison with 
traditional CS, much lower than exhaustive search

Extensions to other array geometries, hybrid analog/digitial or fully digital 
architectures at mmWave

Beneficial when the dominant AoA/AoD at sub-6 GHz and mmWave are similar
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