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Image Super-resolution

l Definition
p Given a single low-resolution image as input, the image super-resolution is aiming for 

transforming it into a high-resolution image.

Big, but Blurry Big & Sharp
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Image Super-resolution

l Conventional Approach
p Traditional up-sampling techniques “blow up” images by filling in new pixel areas 

with data from existing pixel values nearby. These methods are fast, but they aren’t the 
best at bringing out details in the enlarged images.

3
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ByNet: Image Super Resolution With A Bypass Connection Network

l ByNet-SR in ICIP2017 [9]

[9] J. Xu, Y. Chae, and B. Stenger, “ByNet-SR: Image super resolution with a bypass connection network,” in ICIP, 2017. 

Feature bypass with shortcut connection
improves convergence properties and achieve higher accuracy
within the same training epoch
Feature bypass with convolutional connection
improves the model robustness in terms of multi-scale capability
Feature scaling 
improves convergence by scaling the network output to 
efficiently fit the distribution of image residuals. 
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Dense ByNet: Residual Dense Network for Image Super Resolution

l From ResNet to DenseNet

[1] G. Huang, Z. Liu, L. Van der Maaten, and K. Weinberger, “Densely connected convolutional networks,” in CVPR, 2017. 

From ResNet to DenseNet[1]

• DenseNet[1] introduced densely connected layers, where
feature maps are channel-wise concatenated instead of
element-wise summed.

• Features from all preceding layers are input into
subsequent layers.

• DenseNet significantly reduces the total number of
parameters by encouraging feature reuse throughout the
network. It showed good performance on the ImageNet
classification task.

ResNet DenseNet
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Dense ByNet: Residual Dense Network for Image Super Resolution

l From ByNet to Dense ByNet

(a) feature bypass with dense skip connection (b) feature bypass with dense convolutional connection 



7

Dense ByNet: Residual Dense Network for Image Super Resolution

l From ByNet to Dense ByNet

The convolution layers in the residual blocks feed
input 64-channel feature into a convolutional layer
with a 3 × 3 filter with 64 channels.
Thus, each layer has a total of 3×3×64×64 =
36,864 parameters.
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Dense ByNet: Residual Dense Network for Image Super Resolution

l From ByNet to Dense ByNet
Dilated convolutions: In order to better take advantage of spatial context we apply a 2-dilated
convolution to every convolutional layer in the dense bypass blocks. This allows the features to be
computed over receptive fields of multiple sizes.

Activation function: Replacing the residual blocks with dense connection blocks increases the
number of convolution layers and attached activation function layers. The increased number of
activation functions exacerbates the vanishing gradient problem, particularly for dense connections.
To address this issue, we replace the rectified linear unit (ReLU) activation functions with
parametric ReLU (PReLU)

Loss function: Charbonnier loss function is used instead of MSE. Compared to the MSE loss, this
function penalizes outliers less, and is therefore better suited for textured image regions.
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Dense ByNet: Residual Dense Network for Image Super Resolution

l From ByNet to Dense ByNet
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Dense ByNet: Residual Dense Network for Image Super Resolution

l Training

Residual Dense Network
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Dense ByNet: Residual Dense Network for Image Super Resolution
l Comparison with State of the Art

• In terms of efficiency, Dense ByNet5 contains 393K network parameters, and Dense 
ByNet7 contains 554K. Both are smaller than ByNet5 with 628K, VDSR with 665K, or 
LapSRN with 812K parameters. 

[10] J. Kim, J.K. Lee, and K.M. Lee, “Accurate image super resolution using very deep convolutional networks,” in CVPR, 2016.
[23] W. Lai, J. Huang, N. Ahuja, and M. Yang, “Deep laplacian pyramid networks for fast and accurate super-resolution,” in CVPR, 2017 
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Dense ByNet: Residual Dense Network for Image Super Resolution

l Ablation Study 
We evaluate the contribution of the
different components in terms of
PSNR performance on the Set5
dataset.

• The baseline model is ByNet5.
• We separately and jointly include

1. Dilated convolutions
2. Parametric ReLU (PReLU)
3. Charbonnier loss
4. Dense blocks
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Dense ByNet: Residual Dense Network for Image Super Resolution

l Results
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