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PART1: Introduction 
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Speech Emotion Recognition 
Definition: 

As a hot research topic in affective computing and speech signal processing fields, the goal 
of speech emotion recognition is to automatically recognize emotions from speech, e.g., 
anger, happiness, sadness, surprise. 

 

Application: 
• Intelligent transportation systems 

• Healthcare field 

• Call Centers 

• Many other HCI fields 
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Current recognition Methods 
 

All kinds of classification methods popular in pattern recognition and machine learning fields, 

are employed for emotional label classification or prediction including: 
• support vector machine (SVM) 

• hidden Markov model (HMM) 

• Gaussian mixture model (GMM) 

• neural network (NN) 

• some regression methods 

• deep neural network (DNN) 

• extreme learning machine (ELM) 

Weakness: 
They are carried out and evaluated on single corpus. In practice, it is too hard to collect a large emotional speech dataset, and 

the training data and testing data are often collected from different devices and environments, this discrepancy will obviously 

influence the recognition performance.  
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Recognition Methods(Cont.) 
To realize the cross-corpus speech emotion recognition, some efforts have been taken in recent years. 
• Schuller et al.  conduct preliminary cross-corpus experiments on six different datasets (2010)  

• Deng et al. present an autoencoder-based unsupervised domain adaptation method (2014) 

• We introduce a dimension reduction based transfer learning approach (2014, 2015) 

• Some adaptation algorithms popuplar in speech/speaker recognition fields  

• … 

 

Weakness: 
 Most of these methods do not take into account the different distributions of different corpora, and 

this difference is always very large. 

 Our previous dimension reduction based transfer learning algorithms are unsupervised learning 

algorithms, where the labels are not efficiently utilized. 
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PART2: Semi-supervised linear discriminant analysis 
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LDA 
Given a set of feature samples 𝑋𝑋 = [𝑥𝑥1, … , 𝑥𝑥𝑛𝑛],  the goal of LDA is 

argmax
𝐚𝐚

𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑆𝑆𝐵𝐵𝐚𝐚)
𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑆𝑆𝑊𝑊𝐚𝐚) 

where 𝐚𝐚 is the projection vector, 𝑡𝑡𝑡𝑡(·) refers to the trace of a matrix,  and 𝑆𝑆𝐵𝐵 and 𝑆𝑆𝑊𝑊 are the between-

class and within-class covariance matrices, respectively, 

𝑆𝑆𝐵𝐵 = �𝑛𝑛𝑖𝑖

𝑐𝑐
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SDA 
In SDA (Cai et al. ICCV 2007), the labeled samples are used to maximize the discriminative 

power between classes, while the unlabeled samples are used to preserve the intrinsic 

geometric data structure. The objective function can be written as 

argmax
𝐚𝐚

𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑆𝑆𝐵𝐵𝐚𝐚)
𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇(𝑆𝑆𝑊𝑊 + 𝛼𝛼𝑋𝑋𝛼𝛼𝑋𝑋𝑇𝑇)𝐚𝐚) 

where 𝛼𝛼 = 𝐷𝐷 −𝑊𝑊 is the graph Laplacian, 𝐷𝐷 = diag(𝑑𝑑1, … ,𝑑𝑑𝑛𝑛), in which 𝑑𝑑𝑖𝑖 is the degree of 

𝑥𝑥𝑖𝑖 satisfying 𝑑𝑑𝑖𝑖 = � 𝑤𝑤𝑖𝑖𝑖𝑖
𝑛𝑛

𝑖𝑖=1
,𝑊𝑊 = 𝑤𝑤𝑖𝑖𝑖𝑖 𝑖𝑖,𝑖𝑖=1

𝑛𝑛  is the weight matrix of the graph. 
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PART3: Our proposed method 
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Minimizing the distribution divergence 
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• By using the SDA algorithm, the  low dimensional feature representations for the two corpora are 

obtained. However, the differences between two datasets are still large, so the empirical maximum 

mean discrepancy (MMD) algorithm is employed for similarity measurement 

 

where 𝑀𝑀 = 𝑚𝑚𝑖𝑖𝑖𝑖 𝑖𝑖,𝑖𝑖=1
𝑁𝑁  denotes the MMD matrix, and is given by 𝑚𝑚𝑖𝑖𝑖𝑖=

1
𝑛𝑛𝑙𝑙
2 𝑣𝑣𝑖𝑖 ,𝑣𝑣𝑖𝑖 ∈ 𝑉𝑉𝑠𝑠𝑠𝑠𝑐𝑐
1
𝑛𝑛𝑢𝑢2

𝑣𝑣𝑖𝑖 , 𝑣𝑣𝑖𝑖 ∈ 𝑉𝑉𝑡𝑡𝑡𝑡𝑠𝑠
−1
𝑛𝑛𝑙𝑙𝑛𝑛𝑢𝑢

otherwise
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𝑥𝑥𝑖𝑖  

        = 𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑋𝑋𝑀𝑀𝑋𝑋𝑇𝑇𝐚𝐚) 



The transfer SDA (TSDA) method 
By regularizing SDA with MMD function, the projection matrix 𝐚𝐚 is refined, and 

the distributions of labeled source and unlabeled target data are drawn close 

under the new feature representations 𝐚𝐚𝑇𝑇𝑋𝑋. The objective function of TSDA is 

argmin
𝐚𝐚

𝑡𝑡𝑠𝑠(𝐚𝐚𝑇𝑇(𝑆𝑆𝑊𝑊+𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑇𝑇)𝐚𝐚�
𝑡𝑡𝑠𝑠(𝐚𝐚𝑇𝑇𝑆𝑆𝐵𝐵𝐚𝐚) + 𝛽𝛽𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑋𝑋𝑀𝑀𝑋𝑋𝑇𝑇𝐚𝐚) 

s. t.   𝐚𝐚𝑇𝑇𝐚𝐚 = 1 
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Optimization 
The objective function of TSDA is non-linear and it is important to obtain a global 

optimization solution. The trace ratio of TSDA can be relaxed in a different form as 

argmin
𝐚𝐚
𝐽𝐽(𝐚𝐚) = 𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇(𝑆𝑆𝑊𝑊 + 𝛼𝛼𝑋𝑋𝛼𝛼𝑋𝑋𝑇𝑇)𝐚𝐚) − 𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑆𝑆𝐵𝐵𝐚𝐚�+𝛽𝛽𝑡𝑡𝑡𝑡(𝐚𝐚𝑇𝑇𝑋𝑋𝑀𝑀𝑋𝑋𝑇𝑇𝐚𝐚) 

s. t.   𝐚𝐚𝑇𝑇𝐚𝐚 = 1 

By employing the zero gradient condition 𝜕𝜕𝐽𝐽(𝐚𝐚)
𝜕𝜕𝐚𝐚

= 0,  the projection matrix a is given by 

solving the following generalized eigenvalue problem as 
(𝑆𝑆𝑊𝑊 − 𝑆𝑆𝐵𝐵 + 𝐺𝐺)𝐚𝐚 = 𝜆𝜆𝐚𝐚 

where 𝐺𝐺 = 𝑋𝑋 𝛼𝛼𝛼𝛼 + 𝛽𝛽𝑀𝑀 𝑋𝑋𝑇𝑇.  
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PART4: Experimental Results and Discussions 
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Experimental setup 
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 Datasets: Berlin (EMO-DB) dataset, eNTERFACE dataset 

 

 Strategies:  
• The 1st case: the labeled eNTERFACE dataset is chosen for training, and the unlabeled Berlin dataset is 

used for testing. 
• The 2nd case: the lableled Berlin dataset is chosen for training, and the unlabeled eNTERFACE dataset is 

used for testing. 
 

 Emotion Categories: anger, disgust, fear, happiness, sadness 

 

 Features:  
• Extracted by the openSMILE toolkit 
• The 1582 dimensional feature set of Interspeech 2010 Paralinguistic challenge is adopted 
 
 



Experimental setup (Cont.) 
 

16 



Experimental results 
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Automatic: The classifier trained in source corpus is directly applied to target corpus. 
TCA:       Transfer component analysis method, one of the typical transfer learning algorithms. 
TNMF:   Transfer non-negative matrix factorization method. 
SDA:    Semi-supervised linear discriminant analysis. 
TLDA:  Transfer linear discriminant analysis, in which 𝛼𝛼 is set to 0. 
TSDA:  Our proposed transfer SDA method.  



Experimental results (cont.) 
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Automatic: The classifier trained in source corpus is directly applied to target corpus. 
TCA:       Transfer component analysis method, one of the typical transfer learning algorithms. 
TNMF:   Transfer non-negative matrix factorization method. 
SDA:    Semi-supervised linear discriminant analysis. 
TLDA:  Transfer linear discriminant analysis, in which $\alpha$ is set to 0. 
TSDA:  Our proposed transfer SDA method.  



 
 

PART5: Conclusion and Future Work 
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Conclusions 

20 

In this paper, a new cross-corpus speech emotion recognition method using transfer 

SDA is presented. 
 The SDA approach is proposed for dimension reduction and feature representation 

 The MMD algorithm is employed for similarity measurement 

 The SDA and MMD are jointly optimized 

 



Discussions 
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There still exist some problems in current method: 

 Learning common feature representations may lessen the class discrimination of each corpus 

 More datasets should be involved to evaluate the performance of our proposed method 

 How to avoid the negative transfer 
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