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ABSTRACT 

 

Primary-ambient extraction (PAE) has been playing an 

important role in spatial audio analysis-synthesis. Based on 

the spatial features, PAE decomposes a signal into primary 

and ambient components, which are then rendered separately. 

PAE is performed in subband domain for complex input 

signals having multiple point-like sound sources. However, 

the performance of PAE approaches and their key influences 

for such signals have not been well-studied so far. In this 

paper, we conducted a study on frequency-domain PAE 

using principal component analysis (PCA) in the case of 

multiple sources. We found that the partitioning of the 

frequency bins is very critical in PAE. Simulation results 

reveal that the proposed top-down adaptive partitioning 

method achieves superior performance as compared to the 

conventional partitioning methods. 

  

Index Terms—Primary-ambient extraction (PAE), 

spatial audio, principal component analysis (PCA), multiple 

sources, frequency domain 

 

1. INTRODUCTION 

 

In digital media, physical or virtual sound scenes are 

typically represented in channel-based representation or 

object-based representation [1]. The channel-based 

representation, such as stereo or 5.1 surround sound, is most 

widely used because of its direct relation to the speaker 

configuration of the playback system. But the channel-based 

representation lacks of the flexibility to support different 

speaker configurations. On the other hand, object-based 

representation can be applied to any loudspeaker 

configuration by rendering the sound objects based on their 

spatial attributes [2]. The difficulty with object-based 

representation is the requirement of significantly larger 

storage and higher transmission bandwidth [3]. To avoid 

these problems, a new representation approach inspired by 

human auditory system is developed, which exploits the 

representation of the foreground and background sound. 

These sound components are usually referred to as the 

primary and ambient components, respectively [4]. The 

primary components usually consist of multiple point-like 

sound sources, whereas the ambient components are made 

up of environmental sound, such as the reverberation, 

applause, or nature sound like waterfall. Such primary and 

ambient based representation facilitates flexible rendering of 

the sound scene based on the loudspeaker configuration 

without degrading the efficiency in the reproduction. 

However, the primary and ambient components are 

usually mixed in the audio signal for existing channel-based 

audio formats, which necessitate the extraction of primary 

and ambient components from the audio signal. Fig. 1 

illustrates the primary-ambient extraction (PAE) based 

spatial audio systems. Prior to PAE, preprocessing such as 

short-time Fourier transform (STFT) can be applied. The 

output of PAE will be the extracted primary and ambient 

components, along with their spatial attributes. These spatial 

attributes can either be incorporated in the extracted 

components or transmitted to the receiver for flexible 

rendering. Post-processing techniques, which may include 

enhancement [5], [6], coding [4], [7], re-mixing [8]-[11], or 

simply sending to the playback systems [12]-[14], can be 

employed in the receiver depending on the requirements of 

the applications. 

To date, many approaches have been proposed for PAE 

from stereo signals, which include time-frequency masking 

[8], least squares [15], and principal component analysis 

(PCA) [16]-[21], [22]. Among these approaches, PCA is the 

most widely used. These PAE approaches are essentially 

applied by modelling the stereo signal as a linear mixture of 

one dominant source and an ambient sound in every subband 

[22]. However, to the best of our knowledge, the 
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Fig. 1 An illustration of PAE based spatial audio systems. 
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performance of the subband PAE in dealing with multiple 

sources has not been investigated.  

In this paper, we focus on the study of frequency- 

domain PAE in the case of multiple sources. PCA based 

approaches are selected for our testing and only the 

extraction of primary components is discussed. The rest of 

this paper is organized as follows. In Section 2, we review 

the stereo signal model for PAE. Subsequently, two PCA 

based PAE approaches are introduced. Section 3 discusses 

in detail the most important step of frequency-domain PAE, 

i.e., partitioning of the frequency bins. Section 4 presents a 

series of simulations to validate the PAE approaches. 

Finally, we conclude this work in Section 5. 

 

2. PAE IN FREQUENCY DOMAIN  

 

In this section, we shall discuss the basic stereo signal model 

and two PCA based approaches in time domain and 

frequency domain.  

 

2.1. Stereo Signal Model 

 

Given that primary and ambient components are directional 

and diffuse, respectively, PAE aims to separate the primary 

components with the ambient components based on their 

perceptual spatial features. The perceptual spatial features of 

these components can be characterized by the inter-channel 

relationships, which include inter-channel time difference 

(ICTD), inter-channel level difference (ICLD) and inter-

channel cross-correlation coefficient (ICC) [23]. As the 

number of the sources in the primary components is usually 

unknown, a common practice in spatial audio processing is 

to transform the signals into time-frequency domain using 

short-time Fourier transform (STFT) [8], [15], [16], [24] or 

subband via filter banks like hybrid quadrature mirror filter 

banks [25]. Each frequency band or subband is generally 

assumed to contain one dominant source as the primary 

component and an ambient component [8], [15], [16], [18].  

PAE is performed in each subband of each frame 

independently and the extracted primary and ambient 

components are combined via inverse transform or synthesis 

filter banks. Denoting the mth subband of the input stereo 

signals at time index l as      0 0 0, 0 , , 1
T

m l x x N   x , 

and      1 1 1, 0 , , 1 ,
T

m l x x N   x  where N is the frame 

length. Thus, we can express the stereo signal model as:  
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where
0 1,p p and

0 1,a a are the primary and ambient 

components in the two channels, respectively. Since the 

subband analysis is generally used in PAE, the indices 

 ,m l are omitted for brevity. This stereo signal model 

assumes that the primary and ambient components in the two 

channels are correlated and uncorrelated, respectively. In 

[15], [16], [18], the correlated primary component is 

assumed to be amplitude panned, i.e., 
1 0 ,kp p  where k is 

referred to as the primary panning factor (PPF). As ambient 

component comprises environmental sound, it is usually 

considered to be uncorrelated with the primary component 

[26]. Considering the diffuseness of the ambient component, 

it is uncorrelated between the two channels and the ambient 

power is relatively balanced in the two channels of the stereo 

signal. To quantify the power difference between the 

primary and ambient components, we introduce the primary 

power ratio (PPR), which is defined as the ratio of total 

primary power to total signal power in two channels. 

Summarizing the assumptions for the stereo signal model, 

we have 

  1 0 0 1,  ,  , , 0,1 ,i jk i j    p p a a p a  (2) 

where   represents that two signals are uncorrelated.  

 

2.2. PAE using PCA and Shifted PCA 

 

PCA is applied in PAE to decompose the covariance matrix 

of the input signal [16], [18], [19] into its eigenvectors and 

eigenvalues. As discussed in [27], the extracted primary 

components are estimated using 

    PCA,0 0 1 PCA,1 0 12 2

1
ˆ ˆ,  .

1 1

k
k k

k k
   

 
p x x p x x  (3) 

The assumption in the stereo signal model confines the 

primary component to be correlated at zero lag and does not 

consider the ICTD of the primary component. Studies in [27] 

have shown that conventional PCA degrades the PAE 

performance when primary components are partially 

correlated at zero lag. To solve this problem, shifted PCA 

(SPCA) is introduced by compensating the ICTD via time 

shifting [27]. Suppose we find the ICTD to be d samples, the 

output of the each sample in the extracted primary 

components can be expressed as 
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PCA is considered as a special case of SPCA by setting d=0. 

 

2.3. PAE using SPCA in Frequency Domain 

 

Next, we consider PAE in the frequency domain by 

converting the previous time-domain analysis into frequency 

domain. From (3)-(4), only parameters k and d are relevant 

to the extracted primary components in PCA and SPCA, and 

both parameters are computed using the correlations [27]. 

Therefore, we shall see how correlations are computed in 

frequency domain. As discussed in [28], the correlation 

between two signals 
ix  and jx can be computed by 
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where  i fX is the DFT of 
ix and * denotes complex 

conjugate. The ICTD is determined based on the maximum 

of the cross-correlation 

   01arg max .d r


  (6) 

Time-shifting in time domain is equivalent to phase-shifting 

in frequency domain [29], that is, 

     2 .
DFT

j fd N
i iN

n d f e    x X  (7) 

Thus, we can rewrite (4) in the frequency domain as 
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3. FREQUENCY BIN PARTITIONING IN PAE 

 

To effectively handle multiple sources in the primary 

components, frequency bins of the input signal are grouped 

into several partitions. In each partition, there is only one 

dominant source and hence one corresponding value of k 

and d is computed. Ideally, the number of partitions should 

be the same as the number of sources, and the frequency 

bins should be grouped in a way such that the magnitude of 

one source in each partition is significantly higher than the 

magnitude of other sources. However, the number and 

spectra of the sources in any given input signals are usually 

unknown. Hence, the ideal partitioning is difficult or 

impossible to achieve. 

Alternatively, we consider two types of feasible 

partitioning methods, namely, fixed partitioning and 

adaptive partitioning. Regardless of the input signal, the 

fixed partitioning classifies the frequency bins into a certain 

number of partitions uniformly [8], [15] or non-uniformly, 

such as equivalent rectangular bandwidth (ERB) [24]. By 

contrast, adaptive partitioning takes into account of the input 

signal via the top-down (TD) or bottom-up (BU) method. 

BU method starts with every bin as one partition and then 

gradually reduces the number of partitions by combining the 

bins. Conversely, TD starts from one partition containing all 

frequency bins and iteratively divides each partition into two 

sub-partitions, according to certain conditions. As the 

number of partitions is usually limited, TD is more efficient 

than BU, and hence preferred. 

To determine whether one partition requires further 

division, ICC-based criteria are proposed in TD partitioning. 

First, if the ICC of the current partition is already high 

enough, we consider only one source is dominant in the 

current partition and cease further division of the partition. 

Otherwise, the ICCs of the two divided sub-partitions are 

examined. The partitioning is continued only when at least 

one of two ICCs of the sub-partitions becomes higher, and 

neither ICC of the sub-partitions becomes too small which 

indicates no source is dominant. Suppose the ICCs of the 

current partition, and two uniformly divided sub-partitions 

are ϕ0, ϕ1, ϕ2, as shown in Fig. 2. For generality, a higher 

threshold of ICC ϕH and a lower threshold ϕL are introduced. 

Thus, we propose the following three criteria for the 

continuation of partitioning in TD:  

a) ϕ0 < ϕH, and  

b) Max(ϕ1, ϕ2) > ϕ0, and  

c) Min(ϕ1, ϕ2) > ϕL.  

The partitioning is stopped when any criterion is unsatisfied. 

 

4. SIMULATION TESTING AND DISCUSSIONS 

 

To evaluate the performance of frequency-domain PAE 

approaches, a number of simulations are conducted. In these 

simulations, speech and music signals are selected as two 

sources in the primary components, which are amplitude 

panned and time-shifted separately to simulate different 

directions. To fulfill the assumptions of the stereo signal 

model, uncorrelated white Gaussian noise is used as the 

ambient component. Subsequently, the primary and ambient 

components are linearly mixed by letting PPR=0.9. DFT of 

size N=4096, and Hanning window with 50% overlapping is 

applied. Both PCA and SPCA are employed in the testing, 

and their settings are listed as follows:  

a) Full-band, without partitioning (denoted by F); 

b-e) Fixed partitioning, with 2, 8, 32 uniform (U) partitions 

or 20 non-uniform (N) partitions based on ERB [22], 

(denoted by 2U, 8U, 32U, and 20N, respectively); 

f) TD adaptive partitioning, with ϕH =0.7, ϕL=0.05. 

The performance of PAE is determined by the error-to-

signal ratio (ESR) [22], which can be computed as 

 

2 2

0 0 1 12 2
10 2 2

10 22

ˆ ˆ
ESR(dB) 10log 0.5 .
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A better performance is achieved when ESR is smaller. 

First, we test these PAE approaches with a signal 

containing one source (a speech) in the primary components 

and the ESR results are presented in Table I. SPCA is better 

than PCA since it takes the time difference of the primary 

component into consideration. Comparing the results of 

SPCA in fixed partitioning with that in the full-band, we 
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Fig. 2.  Top-down partitioning. 



observed that the PAE performance degrades as the number 

of partitions increases. This observation indicates that the 

partitioning is not required and should be avoided for the 

single source case. Nevertheless, the performance of TD is 

quite close to the full-band approach. 

Next, we test the performance of PAE when there are 

two sources in the primary components. Basically, three 

cases for the directions of two sources are specified as,  

a) DS: in different sides, i.e., one in the left, the other in 

the right; 

b) C: one in the center, the other in the left or right;  

c) SS: in the same side, i.e., both are in the left or right.  

The ESR results are shown in Table II. First, we found that 

the performance of PCA is worse than that of SPCA, 

especially when no sources are in the center. Second, not all 

SPCA approaches with partitioning can yield a better 

performance than SPCA in full-band, especially when the 

directions of the two sources are closer (e.g., SS), as shown 

in Fig. 3. Generally, TD performs better than the fixed 

partitioning approaches, as well as the full-band approach. 

As the directions of the two sources get closer (i.e., from DS 

to SS), better performance with TD is usually achieved. 

It is worthwhile to mention that the partitioning of the 

frequency bins is very critical as there exists overlapping in 

the spectra of the sources. As the content of the sources 

varies, the partitioning method should be designed to adapt 

to these variations. Even though a few more considerations 

need to be addressed in the future work, TD partitioning is a 

promising way to divide the frequency bins. Specifically, the 

selection of the two thresholds, which essentially determine 

the partitioning, should be investigated further. Also, it is 

interesting to consider other partitioning methods other than 

uniform division in TD. 

 

5. CONCLUSIONS 

 

In this paper, we investigated the frequency-domain PAE 

when there are multiple sources in the primary components 

of the stereo signals. PCA and SPCA based PAE approaches 

are employed in this study. We find that frequency bin 

partitioning is unnecessary for one source, but this 

partitioning plays an essential role for multiple sources. 

Conventional fixed partitioning and proposed top-down 

adaptive partitioning methods were compared for both PCA 

and SPCA in our simulation. Generally, SPCA outperforms 

PCA regardless of the partitioning methods. As for the 

influence of different partitioning methods in SPCA, we 

found that not all partitioning methods yield better 

performance than the full-band approach, while the best 

performance is obtained with the proposed ICC-based TD 

partitioning method. Future works include the study on the 

selection of the thresholds and other division methods in 

TD. 
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