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Introduction

o Existing Methods

o Vector Taylor Series (VTS) expansion for Gaussian Mixture Model
(GMM) and Hidden Markov Model (HMM) (J. Li et al., 2007)

o Psychoacoustic Compensation (Psy-Comp) technique for GMM-HMM
model (B Das and A Panda, 2015).

e VTS technique for feature enhancement for Deep Neural Network
(DNN) (B Li, 2013).
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Introduction

o Existing Methods

o Vector Taylor Series (VTS) expansion for Gaussian Mixture Model
(GMM) and Hidden Markov Model (HMM) (J. Li et al., 2007)

o Psychoacoustic Compensation (Psy-Comp) technique for GMM-HMM
model (B Das and A Panda, 2015).

e VTS technique for feature enhancement for Deep Neural Network
(DNN) (B Li, 2013).
@ Proposed method

e Incorporation of auditory masking into the Vector Taylor Series for
corrupting clean model parameters.

o Use of Minimum Mean Square Error (MMSE) to extract clean features.
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Traditional vector Taylor series

@ Degraded speech model in spectral domain
Y = XH+ N, (1)

where Y, X, H and N are degraded speech, clean speech, channel
factor, and additive noise respectively in spectral domain.
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Traditional vector Taylor series

@ Degraded speech model in spectral domain

Y = XH + N, (1)

where Y, X, H and N are degraded speech, clean speech, channel
factor, and additive noise respectively in spectral domain.

@ VTS Corruption function

y5 = x5 + B + Clog(1 + exp(C™Y(r® — x5 — ), (2)

where s indicates the static part of all variables. y, X, h and 7 are
distorted speech, clean speech, channel factor and additive noise
respectively. C and C~! are the discrete cosine transform matrix and
its inverse respectively.
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Proposed Method

@ Proposed degraded speech model in spectral domain

Yr = WeXeHr + Nf (3)

where Hr is the channel factor and N is the additive noise. The
masking factor W¢ can be defined as follows:

Xr — 108
— 20
We = fT (4)

Tnf is the masking threshold of the clean speech Xy.
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Proposed Method

@ Proposed degraded speech model in spectral domain

Yr = WeXeHr + Nf (3)

where Hr is the channel factor and N is the additive noise. The
masking factor W¢ can be defined as follows:

Xr — 108
— 20
We = fT (4)

Tnf is the masking threshold of the clean speech Xy.
@ Masking threshold is calculated as follows:

Tur = 20logyo (pxf) — 0.275.h¢ — 6.025  (dB) (5)

where hr is central frequency of mel-filter in Bark scale.
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Proposed Method

@ Proposed Corruption function
y® = x5+ h° + w5 + Clog(1+ exp(C (% — x¥ — h* — w"))), (6)

where y, X, H w, and 7 are distorted speech, clean speech, channel
factor, masking factor and additive noise respectively and all these
parameters are in MFCC domain.
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Proposed Method

@ Proposed Corruption function
y® = x5+ h° + w5 + Clog(1+ exp(C (% — x¥ — h* — w"))), (6)

where y, X, H w, and 7 are distorted speech, clean speech, channel
factor, masking factor and additive noise respectively and all these
parameters are in MFCC domain.

@ The Jacobian of the mismatch function with respect to clean speech
parameter

G = Cediag — o C L. (7)
1+ exp(C—Y(in — fix — W — h))

@ The model mean corruption

iy = fix + h+ W+ Clog(1 + exp(C (i — fix — w — h)))  (8)
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Proposed Method

@ Proposed Corruption function
y® = x5+ h° + w5 + Clog(1+ exp(C (% — x¥ — h* — w"))), (6)

where y, X, H w, and 7 are distorted speech, clean speech, channel
factor, masking factor and additive noise respectively and all these
parameters are in MFCC domain.

@ The Jacobian of the mismatch function with respect to clean speech
parameter

G = Cediag — o C L. (7)
1+ exp(C—Y(in — fix — W — h))

@ The model mean corruption
fiy = jix + h+ W + Clog(1 + exp(C*(sin — fix — w — h)))  (8)
@ The model variance corruption

Y, ~ GL.GT + (I — G%.(I - 6)T. (9
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Proposed Method

@ We need a GMM model, trained on clean speech utterances

@ Estimation of Enhanced Features using MMSE technique

)?MMSE = E()?|5) = /)?p()?|5)dx
M-1 (10)
=0- Z P([Aym)(flym — fixm),

m=0

e 0 : noisy speech features

p(3|Aym) : posterior probability for the m*" Gaussian mixture
component of the noise compensated GMM.

fym : mt" component of the noise compensated model mean.
fixm : mt" component of the clean model mean.
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Algorithm for Model Compensation

Clean GMM

Acoustic
Model

Convert central frequency of
Mel-filter and convert it to

Bark scale

of clean model mean for each

Compute the masking threshold
Mel-filter Equation

Read noisy test data

an
Compute MFCC

Compute initial noise
from starting and ending frame

Corrupt GMM model mean and variance
using Equations (8) and (9)

v

Re-estimate noise and channel noise
using EM algorithm

v

| corrupt MM model mean and variance

Clean model mean and masking

Compute scaling factor (w) using
threshold Equation (4)

Decoding Acoustic
Graph Model

using Equations (8) and (9)

Enhanced features are estimated
Using MMSE technique
Equation (10)

v
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Experimental Setup

Speech Corpus: TIMIT
ASR Toolkit: Kaldi ASR toolkit
Feature: Mel Filter Cepstral Coefficient (MFCC).
Model Description (DNN-HMM):
o Number of hidden layer : 2
Adding noise: Used Filtering and Noise Adding Tool (FaNT)
Clean train data and noise corrupted test data.

Noise Type: Babble, Hfchannel, F-16 from NOISEX-92 database and
Street noise (We collected)

@ SNR Level: 0dB, 5dB, 10dB and 15dB
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Different Systems

o Different acoustic model:

@ TRIL: It has been obtained after standard GMM-HMM approach. It is
a triphone model.

@ TRI2: Applied Linear Discriminative Analysis (LDA) and Maximum
Likelihood Linear Transform (MLLT) at the time of training.

© TRI3: Speaker Adaptive Training (SAT) along with LDA and MLLT for
speaker dependent acoustic model.

© DNN: DNN architecture is used instead of GMM for acoustic modeling.
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Different Systems

o Different acoustic model:

@ TRIL: It has been obtained after standard GMM-HMM approach. It is
a triphone model.

@ TRI2: Applied Linear Discriminative Analysis (LDA) and Maximum
Likelihood Linear Transform (MLLT) at the time of training.

© TRI3: Speaker Adaptive Training (SAT) along with LDA and MLLT for
speaker dependent acoustic model.

© DNN: DNN architecture is used instead of GMM for acoustic modeling.

@ Different features enhancement techniques:

@ Baseline: No enhancement technique.

@ VTS: We have enhanced feature using traditional VTS method.

© Proposed method : We have introduced masking effect into VTS
method to enhance features.
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Mel fitered spectragram of clean signal

. @ Spectrogram of clean signal
5 @ Spectrogram of 0dB noisy signal
- (Babble) .

' © Enhanced spectrogram with
‘ proposed method.
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Experimental Results

Table: Phoneme error rate for various methods for “hfchannel” with different
noise level

HFCHANNEL Average
0DB 5DB 10DB 15DB
Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed
TRIL 815 66.1 63.7 723 61.6 53.9 62.9 45.9 44.5 50.3 413 373 66.75 | 53.73 49.85
TRI2 83.8 65.2 64.3 729 61.5 53.8 60.5 45.5 433 46.7 41.5 36 65.98 | 53.43 49.35
TRI3 816 | 64.6 63.6 726 | 613 54.1 60.1 | 453 445 464 |39.4 36.4 65.18 | 52.65 | 49.65
DNNs 79.6 60.5 59.3 64.2 56 49.8 47.6 41.9 40.8 36.3 373 33.1 56.93 | 48.93 45.75

Table: Phoneme error rate for various methods for “f-16" with different noise level

F-16 Average
0DB 5DB 10DB 15DB
Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed
TRIL | 878 |723| 692 783 | 616 | 586 669 |508| 479 535 | 413| 389 7163 | 565 | 5365
TRI2 | 892 | 71 68.7 824 | 615 | 580 705 [ 500 | 496 556 | 415| 389 7443 | 56.23 | 54.03
TRI3 | 905 |712] 682 81 [ 613 ] 505 70 [ 516 496 551 | 42 39.6 7415 | 5653 | 54.23
DNNs | 895 | 674 | 647 782 | 56 543 585 | 460 | 442 21 |373] 353 67.07 | 519 | 49.62

16
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Experimental Results ..

Table: Phoneme error rate for various methods for “babble” with different noise
level

BABBLE Average
0DB 5DB 10DB 15DB
Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed
TRIL 795 723 69.8 69.5 58.3 57 57.2 47.6 46.6 46.1 40 38.4 63.08 | 54.55 52.95
TRI2 82.6 728 70.2 75 59.4 58 62 48.6 478 48.2 41.3 39.8 66.95 | 55.53 53.95
TRI3 81.7 729 70.3 732 60.3 59.1 61.2 49.7 48.4 47.8 416 40.5 65.98 | 56.13 54.58
DNNs 82.3 71.6 68.7 68.3 57.4 55.8 52.5 46.2 44.4 40.4 38 36.6 60.88 53.3 51.38

Table: Phoneme error rate for various methods for “street” noise with different
noise level

STREET Average
0DB 5DB 10DB 15DB
Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed || Baseline | VTS | Proposed
TRIL 65.9 525 50.7 56.5 45.6 44.7 48.1 39.7 38.6 39.8 34.2 346 52.58 43 42.15
TRI2 64 51.3 49.7 54.3 44 43.2 451 | 382 37.8 38 332 332 50.35 |[41.68 | 40.98
TRI3 63.2 50.7 49.7 54.4 439 435 45.6 385 379 383 33.6 335 50.38 | 41.67 41.15
DNNs 59 48.4 47.4 48.1 41.4 40.8 415 36.2 35.4 34.7 322 31.9 45.83 | 39.55 38.87
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Conclusion

@ We have proposed a new corruption function which includes effect of
auditory masking.

TCS Innovation Labs, Mumbai, India () 20 Oct, 2016 15 / 16



Conclusion

@ We have proposed a new corruption function which includes effect of
auditory masking.

@ The proposed algorithms provide significant performance gain over the
traditional VTS technique with little additional computational cost.

TCS Innovation Labs, Mumbai, India () 20 Oct, 2016 15 / 16



Conclusion

@ We have proposed a new corruption function which includes effect of
auditory masking.

@ The proposed algorithms provide significant performance gain over the
traditional VTS technique with little additional computational cost.

@ We are currently exploring methods to improve the MMSE estimation
by introducing the clean model and compensated model variances
into the estimation equation.

TCS Innovation Labs, Mumbai, India () 20 Oct, 2016 15 / 16



THANK YOU

TCS Innovation Labs, Mumbai, India () 20 Oct, 2016 16 / 16



