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f Problem Objective: Object Classification \

» Deep Models (CNNs) give state-of-the-art object
classification accuracy but are not well understood and
difficult to optimize for small training datasets.

» ScafterNet [1] is a mathematical framework that extracts
invariant features which give similar classification
performance to learned networks on some datasets.

 We propose a computationally efficient DTCW'T wavelet
ScatterNet with Parametric Log Transformation that

extracts relatively symmetric translation invariant
features.
< Contributions

weaker features.

The contributions of the proposed ScatterNet are:

 Multi-resolution Input Images: The Input Image Is
transformed into multi-resolution images of different sizes
such that the dual-tree wavelet decompositions produce
densely spaced feature maps over scale.

 Parametric Log Transformation: Log transformation
reduces the effect of outliers by introducing approximate
symmetry in extracted features. The transformation also
creates a form of contrast normalization which enhances

 Computational Efficiency: Dual-Tree wavelets are used
as opposed to Morlet because they extract features with
less computations. They also have the properties of
Qerfeot reconstruction and limited redundancy.
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f DTCWT ScatterNet Formulation \
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The formulation that captures translation invariant features
from a single image is presented. This can be extended to
each of the multi-resolution (R1, R2) images.

A. Translation Invariant relatively symmetric features:
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B. Feature selection and classification with G-SVM:

Gaussian-Kernel
SVM

f DTCWT ScatterNet Architecture \

4 x4 x 391 x 3 = 18768

T [1] log [1]+A
‘Ul[l] \U1[2] \U1[3] \U1[4]

wereQ
EEEEE

. Combined

mHO

-
a = :
: . g

* . ) < - g2 = . t

o = 4,2, D - -_,§. m = i

L g. 0 )(

c ce  BER

’ BXSX36 3 3 > o | Scatte ing Selecte d

® 0 0 0 0 0 0 O 0 P P PP O OO OO OO e e R e e e 00 9 rl

\ U2[Amet2] = [U1[Amet] * 00r_, O x6X 216 7 tor Features

f Experimental Results \

 Comparison with Mallat’'s ScatterNet [1],
Unsupervised (Unsup) and supervised (Sup)
learning methods

Dataset Pro. ScatNet [1] Unsup Sup

CIFAR-10 | 82.4 31.6 32.2 [12] 89.6 (6]
CIFAR-100 | 56.7 55.8 542 [4] 64.3[6]

 Computationally efficient as compared to Mallat's
ScatterNet [1].

Arch. FVL SD FR (%) TS(s) T-OLS (h)
ScatNet [1] 113712 2000 1.75 0.98 3.22
R1 18762 1100 5.86 0.46 1.07
R2 26028 1200 4.61 0.32 1.14
Pro. (R1+R2) | 44796 2300 5.13 0.78 2.21

* QOutperforms LeNet (LN) and Network in Network
(NIN) supervised learning methods on small
datasets.

Arch. | 300 500 1K 2K S5K 10K 20K 50K

Pro. | 39.3 488 559 618 67.0 729 768 824
LN | 349 447 53.1 579 63.0 690 740 77.6

QIN 10.1 103 109 404 634 720 83.1 8@
f Conclusions \

* Proposed DTCWT ScatterNet Mallat's
ScatterNet [1] on classification accuracy and
computational efficiency.

« DTCWT ScatterNet gives classification
accuracy over the unsupervised learning method.

 The proposed ScatterNet supervised
\Iearning methods for small training datasets. J
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