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We proposed a question representation based on entity labeling and question classification for a automatic
guestion answering system of Chinese Gaokao history question. A CRF model is used for the entity labeling and
SVM/CNN/LSTM models are tested for question classification.

Figure 1. Procedures of answering history material questions
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What we are going to do in this paper is classifying the questions of
Gaokao history subject, which Is the first step of our question answering
system as shown iIn figure 1.
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Table Il shows the 6 classes of the history questions. The reason why we
classify In this way Is that most of the questions need some skills to answer
which can help to get a high score In the exam.

Table | shows the 7 kinds of question entities. These are
the most import parts with which we can search in the
knowledge base more accurately.

Table 111 Accuracy of question classification on Table IV Accuracy of question entity recognition

Table 111 shows that neural networks outperform the SVM
method we implemented on the corpus. All of the above
machine learning methods work better than rule-based method.

history questions datasets Label Precision Recall F1
Method Accuracy | Macro-F1 Material 97.16% 87.05% 87.43%
. . Event 30.49% 34.62% 32.50%
Rule-based | 81.33% | 63.35% Focus | 83.78% | 86.11% | 84.93%
SVM 85.56% 81.16% Person 89.90% 86.41% 88.12%
CNN 38.84% 33 31 Location 86.55% 86.55% 86.55%
STM 90.25% 87 439 Time 32.93% 30.00% 31.44%
L aLAL Organization| 86.49% 84.62% 82.50%

The main difficulty is that most of the history entities are new to

the tokenizer. Meanwhile, some words such as ~~Z&" has multiple

meanings, it can be Qin dynasty or country.



