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• Biological studies shows that the hair cells in the inner

ear of the auditory system generate sparse codes from the
output of cochlea filter-bank[1].
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� Sparse representation problem can be formulated as [2]

(P0) : min
x
‖x‖0s.tAx=b, (1)

where ‖x‖0 denotes the number of non-zero elements of
x and A ∈Rn×m,b ∈Rn×1 and x ∈Rm×1 indicate the dic-
tionary, the input signal and sparse representation of the
input signal, respectively. P0 can be rewritten as

(P0) : min
x
‖Ax−b‖2s.t‖x‖0 ≤ k. (2)

In this form, the representation error is minimized with respect to a spec-
ified maximum number of nonzero elements in x, i.e. k.

B Unfortunately, the problem is NP-hard and its approx-
imate solutions can be obtained through Greedy algo-
rithms.

B These algorithms iteratively select the most correlated atom of a
basis dictionary with the residual, then updates the residual. The
algorithm is stopped whenever the signal to residual error gets less
than a predefined value.

B Orthogonal matching pursuit (OMP) [2] is used as
solution

� A fundamental element in a sparse representation problem
is selecting a suitable dictionary.

B
Pre-constructed dictionaries such as Discrete Cosine
Transform (DCT).

B

Dictionary can be learned from a training dataset or input
data. By this approach, a redundant or an overcomplete
dictionary is adapted to the input data type, K-SVD[2] is
used.

III. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEAIII. MODELING HUMAN COCHLEA
� Experimentally a Gammatone (GT) filter bank is attained

whose functions are defined by

G fc(t) = tN−1 exp(−2πb( fc))cos(2π fct +φ)u(t) , (3)

where t, u(t), N, fc and φ are time index, unit step function,
order, center frequency and phase of each GT filter, respec-
tively. The equal rectangular bandwidth of each GT filter,
ERB, is defined as

ERB( fc) = (1+4.3×10−3× fc),b( fc) = 1.019ERB( fc).
(4)
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� The proposed sparse models for human auditory systems

—— ——
Fig.1 Block diagram of model (I) Fig.2 Block diagram of modell(II) Fig.3 Block diagram of model(III)

� Model (I)-Sub-band sparse representation:

– It assumes that the auditory system processes the outputs of cochlea filters independently to generate sparse codes, as
shown in Fig.(1).

– Indeed, hair-cells of each channel generate spike codes independently to the other channels.

� Model (II)-Spectro-temporal sparse representation:

– It assumes that the haircells in the inner ear of the auditory system uses the output processed information of all cochlea
filters together to generate spike codes, as shown in Fig.(2).

– Sparse coding problem is solved through finding a sparse linear combination of these spectro-temporal elements.

� Model (III)-Gammatone dictionary as the basis dictionary for sparse representation:

– Time-frequency shifts of GT filters are considered as a basis dictionary matrix for sparse representation, as shown in
Fig.(3).

– Our method differs in two ways from the one in [3]. First, as this basis matrix becomes huge, the time shifts are selected
randomly or some of the least important time shifts are omitted. In our experiments both approaches are tested that
lead to similar results. Second, OMP sparse representation algorithm is employed instead of MP.
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� Performance measures

B Reconstruction Error
δ =

∥∥xrec−xorig
∥∥

2, (5)

where xrec and xorig are the normalized reconstructed signal and the normalized original signal, respectively.

B Perceptual Evaluation of Speech Quality (PESQ)

∗ As this measure uses an auditory model in the core of its qualification process and also it is able to measure
the quality near to subjective quality measures, quality of the reconstructed speech signals is measured by using
PESQ measure.

� Experiments setup

B Approximately three minutes of randomly selected clean speech files from TIMIT database are used. Also, white and
pink noise signals from NOISEX-92 database are used to make the noisy speech signals at the SNR levels of -5, 0, 5,
and 10 dB.
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� Clean Speech signal

– PESQ scores for the reconstructed clean speech signals using three models, OMP is used for sparse coding.
Model PESQ Reconstruction error

Model (I) 3.5 15×10−4

Model (II) 3.8 15×10−4

Model (III) 3.35 20×10−4

– PESQ scores for the reconstructed clean speech signals using three models, OMP is used for sparse
representation of input signal over a learned dictionary by K-SVD.

Model PESQ Reconstruction error
Model (I) 3.8 8×10−5

Model (II) 4.1 6×10−5

Model (III) 3.9 16×10−4

� Noisy speech signal
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• All three sparse models have good performance in re-

constructing clean speech signal.

• Three proposed models in noisy conditions lead to im-
provement in quality of the reconstructed noisy speech
signals.

• Experiments show that these models represent good
sparse models for the human peripheral auditory sys-
tem.
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