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Introduction

• The bag of  visual word framework leads to successful action 

recognition frameworks.
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• Much less research has been performed on the preprocessing and 

classification stages.

• Action classification is tremendously challenging for computers due 

to the complexity of  video data and the subtlety of  human actions.



Introduction

• Classification Step: equivalent probabilities may be provided for 

running, jogging and walking classes while classifying the samples of  

KTH dataset. 

• The classifier is not capable of  making the final decision indubitably 

when equivalent probabilities are generated for different classes. 
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Contributions

• Classification Step: Proposing a hybrid classifier (including 3 layers)

to automatically compress the extracted features and select the best 

SVM kernel for action classification. 

• Different dimensions are evaluated to optimize the compression rate 

in the 2nd layer of  hybrid classifier. 

• Pre-processing Step: we employ 3D-discrete wavelet transform (3D-

DWT) to segment the moving objects in videos before local feature 

extraction. 

• Different thresholding values are evaluated to extract the best motion 

saliency map for local feature extraction. The effect of  3D-DWT on 

motion-based features is evaluated in this paper.
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Action Recognition Framework using 

Preprocessing and Hybrid 

Classification Steps
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Motion Saliency Detection
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• 3D Discrete Wavelet Transform (3D-DWT) consists of  three 1D-DWT in 

the x, y, and t directions.

• It is composed of  high-pass and low-pass filters that perform a 

convolution of  filter coefficients on input frames.

• The output of  3D-DWT: 8 sub-signals in three directions.

• We utilize the sub-signal which is generated by high-pass filter to each 

direction.

Steps to create motion saliency maps

1. Resize frames to 500x500 pixels

2. Apply 3D-DWT on the resized video frames

3. Create the transformed videos with 10 frames per second

4. Utilize the threshold of  200 to make the binary videos including 

motion saliency maps. 



Feature Extraction
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• We hypothesize that only the motion features can provide enough 

information to recognize actions.

• The Histogram of  Optical Flow (HOF) along with Dense Trajectory 

features are utilized for feature extraction.

Fisher Vector Encoding (FV)

• FV requires Gaussian mixture models (GMMs) to build the 

vocabulary.

• We train a 64 component GMM to learn the                                  

parameters over a random subset of  the training features.

• Given a video with the set of  descriptors                 ,the FV becomes 

the concatenation of  the normalized partial derivatives of  means 

and deviations



Hybrid Classifier
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1st Layer

• Thresholding Calculation:

• In case of providing                ,           the result of linear 

SVM is considered as non-confident and the features are 

passed to the second layer. 

3rd Layer

• The experiments demonstrate that SVM with sigmoid 

and polynomial kernels obtain different recognition 

performances based on the compressed features. 

•

2nd Layer

• Compress the encoded features to d dimension. 

• We employ the double layer net with sub-network nodes 

to efficiently extract the most informative data from the 

encoded features. 



Data Compression
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a) demonstrates the feature 

mapping layer. 

b) shows the first network for 

compressing the original data.

c) shows the second network 

for compressing the original 

data.

d) shows the combination  of  

the first and second stages in 

the multi-layer network 

including two feature mapping 

layers.



Data Compression
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The following steps are performed for data compression:

1) Randomly generate the initial general node of  the feature mapping layer, by setting j = 1, 

where                                                   .

2) Calculate the parameters in the learning layer based on the sigmoid activation function (g) for any 

continuous desired outputs (y), 

Where                                                       .



Data Compression

3) Update the output error: 
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4) obtain the error feedback data: 

5) Update the feature data as                                                        by setting j = j +1 and adding a new 

general node              :

6) Repeat steps 2 to 4 for L-1 times. So, the optimal informative data are obtained by:  



Data Compression

• The data compression can be used as a multi-layer network. 

• The multilayer network provides a better general performance than 

single layer structure. 

• In the multi-layer strategy, the input data is transformed into multi-

layers, and the input encoded features is converted into d-

dimensional space using multitude feature mapping layers. 

• Thus, given a training set                                                      , the 

compressed features are represented as                                                   

where          is the output of  the second layer in the multi-layer 

network. 
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Datasets
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1) Weizmann dataset contains 90 videos and 10 

classes of  simple actions. The evaluation of  

Weizmann is performed by leave one out 

cross validation.

2) URADL dataset is a high resolution dataset 

of  10 complicated actions in 150 videos. The 

10-fold cross validation is employed to 

evaluate this dataset.

3) KTH dataset contains six types of  human 

actions. The evaluation of  KTH dataset is 

performed based on 192

training and 216 testing samples. 



Experimental Results

14

Evaluation of  a set of  dimensions for compressing the features at the 

second layer of  hybrid classifier. 



Experimental Results
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Simple action recognition performance using preprocessing steps and 

hybrid classifier.



Comparison with the state-of-the-arts
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Conclusion

• We have Modified the Bag of  Visual Word 

Framework for the simple action recognition by 

enhancing the following steps:

1. Propose the novel hybrid classifier to leverage the 

most informative parts of  encoded features.

2. Evaluate the effect of  using different SVM kernels 

on the compressed features.

3. Evaluate the effect of  3D Wavelet Transform as the 

preprocessing step for local feature extraction. 
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