&~ EQUALIZATION MATCHING OF SPEECH RECORDINGS
IN REAL-WORLD ENVIRONMENTS
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Overview

Our algorithm performs equalization matching of
speech segments recorded from a speaker in non-ideal,

mismatched, real-world recording conditions.

The algorithm matches the different speech and
background spectral balances by using separation
algorithms and performing source-differentiated
equalization matching.

Listening tests show that our approach significantly
outperforms simple equalization matching.

Context

The increasing availability of portable consumer
recording devices (smartphones, tablets,...) has led to
an explosion of available recorded speech content.

The recorded speech with those devices often display
non-ideal recording conditions, e.g.:
— Environment distortion of the speech such as

reverberation, microphone response, pre-processing
— Added background noise

A problem arises when audio content is recorded in
different locations and at different times: the audio has

mismatched recording conditions, resulting in
segments with different qualities, and undesirable

transitions.
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Equalization matching is the operation of matching
the spectral balance of two signal segments.

In our context, we use equalization matching on two
speech segments so that they sound as if they were
recorded in the same conditions.

Signal model

Models for recorded speech signals (a) and (b):
Valw) = Hi(w) XJ(w) + Hg (W) A7 (w)
Vo(w) = Hy(w) & (w) + Hy'(w) A (w)
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Equalization objective ("make (b) sound like (a)"):
non-equalized: Yj(w) = ?i@g(w)?(bs (w) + ?iév(w)XbN (w)
equalized: Y.(w) = ?{é(w)XbS (w) + Hé)\[(w)?(bN (w)

Source statistic hypothesis:
X2 (w) ~ X (w) and XN (w) = X (w)

Source-differentiated EQ)
= G(w)Vp(w)

Simple equalization matching: ). (w)

Equalization matching conditions:

_ Hi(w) \ Ha (W) .
G(w) = S (o) < 7Y (@) = No solution for G
N ——

_ —
speech EQ background EQ

Source-differentiated equalization matching
(proposed):

Ve(w) = G7(w) Hy (w) A (w) + G (w) Hpy' (w) Ay (w)
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Equalization matching conditions:
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Algorithm

Simple EQ matching: Nz : N7/
2oy Q-2
— EQ: Estimate and apply G(w) =

Va(w)/Vp(w)

Source-differentiated EQ matching (proposed):
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— Separation: Wiener filtering with noncausal
estimation of a priori SNR

% by Separation

— EQ: Estimate and apply G'(w) = H" (w)/H}(w)
Realizable filters
From the magnitude, A )[\ Ah()

: IFFT
we form realizable —
filters by:
— zero-pad the signal Zoro-phase filter  Fll-length noncausal
FFT by N samples; > f lmpulsle)eiipoise
— form causal filters ,H(f) - wzndog)zng

of length N through /\/\/ —
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Subjective listening tests

Data: 10 recordings built from the DAPS dataset
(real-world speech recordings in varied environments).

Subjects: 12 listeners from the CCRMA community
trained in audio processing and/or audio engineering.
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Eramples: https://ccrma.stanford.edu/~francois/EQM.html
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