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Include complementary features. Explore fusion schemes: Fusion at the scoring

level - SCF (a) and Fusion at the frame level - FF (b).
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e Lack of fundamental frequency. | Two approaches are evaluated: DNN and GMM based mappings v
e Formant shifts towards higher frequencies. S
* Lower and flatter powet spectra.l density. . . m Mean Cepstral Distance and Root Mean Normal Whisper AN T
¢ 64 low level descriptors (LLDs).. spectral,. prosody and voice quality were com- Square Error Scenario Fusion level ‘\ Norm - Feature fusion
pared and 56 showed to be statistically different. T SCEEE SCF FE . w :mggzgggtrﬁrfeufs&non
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Three approaches have shown to be useful in related areas: feature space - tfegt“"e Space | | | » Case 2) Whispered speech data in 05 7 \
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- Compensate for the lack of data during enrollment Scenario Norm Whsp P o Alam browabille (n
» Compensate for the differences during testing Baseline 3.13 27.35
Requires significant amounts of data to > Model 1 , Feature Mapping » Two different approaches were compared in order to reduce error rates for SV
train the models. Model I Testing (Case b) GMM DNN GMM DNN with whispered speech while maintaining performance with normal speech.
su : ° Case a 8.75 6.25 24.17 20.00 - - - -
R c ' ' ' ' » Multi-style models are the least computationally expensive and most effective
> Model N ase b 4.06 |4.06/17.5021.0/ way to achieve significant error rate reductions.
3) Multi-style models: A direct mapping between whispered and normal speech features does not seem - Our approach to compensate multi-style models Is to include AM_FM Pasec
| L o . . . . features and use fusion schemes at the frame level and at the scoring level.
During parameter estimation and enroliment combination of normal speech and to help reducing error rates when testing with whispered speech (Except Case b Finally, it iIs observed that features that rely on instantaneous phase information
small amounts of speech of varying vocal efforts is used. using GMM). The mappings cannot transform effectively speaker specific charac- g Y y P

add complementary speaker identity information.

teristics associated with identity affected while whispering.
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