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 Nonnegative matrix factorization (NMF) has shown 
impressive performance in the single channel source 
separation.

 In the training phase of NMF, the encoding matrix ࡴ௧௥௔௜௡

is usually discarded after training.

 However, it bears useful information on how often each 
basis was utilized.

 In [K. Willson, 2008], the distribution of the logarithm of 
the encoding vector is modeled as a multivariate Gaussian
distribution.

 Our analysis on ࡴ௧௥௔௜௡ revealed that each row of this 
matrix was also highly sparse.

 In this paper, we propose the penalty terms based on the 
prior knowledge on ࡴ in the separation phase for NMF-
based source separation.

Introduction

< The histograms of some rows of ࡴௌ
௧௥௔௜௡ corresponding to 

the most frequently and rarely used basis vectors.>

The shape of the histogram → sparse distribution
Sparse distributions → a gamma or an exponential distributions

௜ࢃ ∈ Թெൈ௥೔: the basis matrix of the source ݅
௜ࡴ
௧௥௔௜௡ ∈ Թ௥೔ൈே೔: the encoding matrix of the source ݅

௜௧௥௔௜௡ࢂ ∈ Թெൈே೔: the training DB matrix of the source ݅
௜ࡴ ሺݐሻ ∈ Թ௥೔ൈଵ: the encoding vector of the source ݅ at ݐ-th frame
௜݈݁݀݋ܯ : statistical model of ࡴ௜

௧௥௔௜௡

 The magnitude spectra, KLD, Multiplicative update rule

 In training phase : obtain ࢃ௦ and ࢃ௡ from training DB. 

 In enhancement phase

ܸ ݐ ൎ ܪܹ ݐ 								ܸሺݐሻ ൌ ܻሺݐሻ ,	
ܹ ൌ ௦ܹ, ௡ܹ ,	 ሻݐሺܪ ൌ ሾܪ௦்ሺݐሻ, ሻሿ்ݐ௡்ሺܪ

 Update ܪ ݐ with fixed ࢃ	 (# of max iter. =30)

ܪ ݐ ← ܪ ݐ ⊗
்ࢃ ݐ ܸ ݐ

ࢃ ݐ ܪ ݐ
்ࢃ ݐ ૚

1: a square matrix of suitable size with all elements equal to one

 After obtaining ܪሺݐሻ
መܵ ݐ ൌ 	  ,ሻݐ௦ሺܪ௦ࢃ ෡ܰ ݐ ൌ ሻݐ௡ሺܪ௡ࢃ

 Gain function: ܩ ݐ ൌ ௌመሺ௧ሻ మ

ௌመሺ௧ሻ మା ே෡ሺ௧ሻ మ

 Enhanced signal at t-th frame
ܺ ݐ ൌ ܩ ݐ ܻሺݐሻ

NMF-based enhancement

 We utilize the statistical information on the encoding vector 
obtained during the training.

 We propose an additional penalty term in the test phase.
: based on a sparse distribution such as an exponential or a 
gamma distribution.

 Experiment results show that the proposed methods can 
enhance the source separation performance.

Conclusions

 Power level matched case : SDR, r=128

 Power level mismatched case

 Speech DB: TIMIT / noise DB : NOISEX-92
 16kHz / 75% overlap / 512 FFT-size / r=128
 Measurement: PESQ and SDR

 The penalty terms used in the experiments were
 standard: no constraint to the separation phase
 L1: ܮଵ norm of ܮ with ߟ௜ ൌ 1
 lognormal: the negative log-likelihood of ݈ܪ݃݋

assuming that ܪ follows lognormal distributions where 
ܣ݃݋݈ denotes element-wise logarithm.

 gamma: the negative log-likelihood of ܪ in which the 
PDF of ܪ is modeled as an independent gamma 
distribution.

 exponential: the negative log-likelihood of ܪ in which 
the PDF of ܪ is modeled as an independent exponential 
distribution.

Experiment
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Utilizing prior knowledge of encoding vector  The correlation coefficients among different components of 
the encoding vector were found not so significant. → apply 
the independent exponential or gamma distributions

 Employ the gamma distribution for ࡴ௜
௧௥௔௜௡

 The new objective function is given by

݂ ܪ ൌ ܦ ܪܹ|ܸ െ ௚ߛ ∑ ݇௜ െ 1 ௜ܪ݃݋݈ െ
ு೔
ఏ೔

௥
௜ୀଵ ,

where ݇	and	ߠ indicate a shape and scale parameter, respectively.
 The MuR with KLD is now modified to

௜ܪ ← ௜ܪ
∑

ೈೖ,೔ೇೖ
∑ ೈೖ,೑ಹ೑
ೝ
೑సభ

ಾ
ೖసభ

∑ ௐೖ,೔ାఊ೒
భషೖ೔
ಹ೔

ା భ
ഇ೔

ಾ
ೖసభ

 Employ the exponential distribution for ࡴ௜
௧௥௔௜௡

 The new objective function is given by
݂ ܪ ൌ ܦ ܪܹ|ܸ െ ௘ߛ ∑ ௜௥ܪ௜ߟ

௜ୀଵ ,
where .indicates the rate parameter	ߟ
 The MuR with KLD is now modified to

௜ܪ ← ௜ܪ
∑

ೈೖ,೔ೇೖ
∑ ೈೖ,೑ಹ೑
ೝ
೑సభ

ಾ
ೖసభ

∑ ௐೖ,೔ାఊ೒ఎ೔ಾ
ೖసభ

Training phase

The	training	DB
௜௧௥௔௜௡ࢂ
∈ Թெൈே೔

NMF
process

௜ࢃ ,
௜ࡴ
௧௥௔௜௡

Make
statistical model,

௜݈݁݀݋ܯ

Separation phase

The	noisy	signal
ܻሺݐሻ

∈ Թெൈଵ NMF
process

with fixed ࢃ and 
ሾ݈݁݀݋ܯௌ ே݈݁݀݋ܯ, ሿ

ௌࡴ ሺݐሻ,ࡴே ሺݐሻ

Gain function
The	estimate	of	speech

ܺ ݐ

<average score>
standard: 1.968
L1: 1.964
lognormal: 2.004
gamma: 2.088
exponential: 2.265

 Power level matched case : PESQ, r=128
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<average score>
standard: 5.576
L1: 5.618
lognormal: 6.226
gamma: 6.993
exponential: 7.907


