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Score: r -> 40 (bad)
a -> 90 (good)

Challenge & Proposed method

Challenge

B Non-native corpus collection in a large scale is not easy .
B Precisely annotating non-native speech is difficult.

Proposed method
B Modeling articulatory attributes without non-native training data.
B Enhancing articulatory models with multi-task learning.
B |earning better feature representation using Multi-lingual learning .

CH (Chinese) learning by JP (Japanese) students

Definition of articulatory attribute

Articulatory attribute transcription

Modeling the golden attribute

< sil-nasal+vowel >

Manner Phone set Attribute Phone set Sentence H#R1F (HELLO)
Aspirated-stop CH: ptk _ o _
Unaspirated-stop CH: bdg Anterior CH:Tu  IP:le Phone Sil n i h ao sil . ‘ . . . . ;D ;o
nasal CH: mn Backness | ﬂ :ﬂ
JP: mnN Central CH:a JP:au : unvoiced- : {};{ 1‘ }:"
Unvoiced-fricative CH:  fssh Manner sil nasal vowel fricative vowel sil . . _ - _ . .
JpP: ssh h Back CH:euo JP:0 M PI +R d
, : anner ace+Roun
Unvoiced:stop e Pk High CH:iud JPriu | Place & sil  alveolar anterior velar central Sil| —> '
Voiced-stop JP: bdg Backness back . ﬂ G__ ﬂ
Place Phone set Height - . . o o . . ﬂ “'-n,g{:"1
Retroflex CH: zhchshr Mid CH:oe JP:eo Place & | low I &,, ﬁﬁﬁqﬂ
o . ) sil  alveolar high velar ) Si e
Bilabial JCPH' I;p m Low CH:a  JP:a Height s middle o O
: pm . . . . PIace+He|ght Place+Back
- - -
Velar CH:  gkh Unroundedness| CH:aie JP:aie Place & . unroundedness _
P gk Roundedness Rounded sil  alveolar  unroundedness  velar ded sil
glottal JP: h Roundedness | CH:oulU JP:o oundedness roundeaness Chinese native speech

Multi-task articulatory attribute modeling
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Effective and efficient
learning of DNN
articulatory models.

Exploiting two large native
corpora to model inter-
language phenomena.
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Natlve attribute recogmtlon (%)
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Non-native pronuncnatlon error detection
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Experimental data

Data set Amount of data
Trai Chinese native training data 42h (28males, 36females)
rain
Japanese native training data 42h(80males, 73females)
Chinese native testing data 5.3h (5males,3females)
Test , : . 1896 utterances
Chinese non-native testing data
(7 female Japanese students)
Error type focused

Insufficient aspiration: Insufficient aspiration when producing aspirated constants (e.g. p)

r)

Vowels with spread lips have problems of rounded sound (e.g. U)

Insufficient retroflex: Insufficient retroflex when producing retroflex constants (e.g.
Lip roundedness:

Backness: Inappropriate tongue position with a little back (e.g. an)

Evaluation metrics

* False Alarm Rate (FAR) : rate of correct pronunciation that are detected as pronunciation

pronunciation errors by the system.
" Miss Rate (MIS) - rate of true pronunciation errors that are missed detected by system.

* Harmonic Mean (HM): harmonic mean of FAR and MIS.

Conclusions

We address effective articulatory models without non-native training data.

Multi-task learning method can enhance DNN articulatory modeling.

Multi-lingual learning method is effective for modeling non-native speech.




