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1. Introduction

•The key of generic object, scene or action recognition is the separable of 
features. Because the classes are constant.

•For face recognition task, the deeply learned features need to be not only 
separable but also discriminative. Because the classes of faces are inconstant.

•The deeply learned features are required to be generalized enough for 
identifying new unseen classes without label prediction.

2. Discriminative Feature Learning

•SOFTMAX LOSS: encourages the separability of features.

•CENTER LOSS: learns a center for deep features of each class, but only penalizes 
the distances between the deep features and their corresponding class centers.

•CONTRASTIVE-CENTER LOSS: simultaneously considers intra-class compactness 
and inter-class separability, by penalizing the contrastive values between: (1)the 
distances of training samples to their corresponding class centers, and (2)the sum 
of the distances of training samples to their non-corresponding class centers.

3. Formula of contrastive-center loss

• Formula of center loss:
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• Formula of contrastive-center loss:
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• Final formula(joint supervision): 

• 𝐿 = 𝐿𝑠 + 𝜆𝐿𝑐𝑡−𝑐

4. Details of contrastive-center loss

• Derivative:
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5. Details of contrastive-center loss

•Centers are updated based on mini-batch with an adjustable learning 
rate.

•Contrastive-center loss enjoys the same requirement as the softmax loss 
and needs no complex sample mining and recombination, which is 
inevitable in contrastive loss and triple loss.

•Contrastive-center loss does help on tasks of not only face recognition 
but also image classification.

•In general, for tasks using class labels, contrastive-center can do help.

6. Visualization on MNIST

• Softmax loss: features are separable, but not 
discriminative.

• Softmax loss+center loss: features are 
separable and have better intra-class 
compactness.

• Softmax loss + contrastive-center loss: 
features are separable and have better intra-
class compactness and inter-class separability
(30 vs 10~15 , 2~3 times than center loss).

7. Experiments on MNIST and Cifar-10 8. Experiments on LFW

• MNIST:
(use a small network
for visualization and
accuracy comparison)

• Cifar-10:
(use 20-layer ResNet)

• LFW:
(use a small network for
accuracy comparison)

𝑳, 𝑳𝒔, 𝑳𝒄, 𝑳𝒄𝒕−𝒄 denote the total loss, softmax loss, center loss and contrastive-center 
loss respectively.

𝛌 denotes the scalar used for balancing the two loss functions.

𝒎 denotes the number of training samples in a mini-batch.

𝒙𝒊 ∈ 𝑹
𝒅 denotes the 𝑖th training sample with dimension 𝑑.

𝒅 is the feature dimension.

𝒚𝒊 denotes the label of 𝑥𝑖.

𝒄𝒚𝒊 ∈ 𝑹
𝒅 denotes the 𝑦𝑖th class center of deep features with dimension 𝑑. 

𝒌 denotes the number of class.

𝜹 is a constant used for preventing the denominator equal to 0. 
In our experiments, we set 𝛿 = 1 by default.

About code optimazation on GPU: 
• For 128,512,10 vs 128,512,100000 (batch size, feature 

dimension and number of class), the former uses 
128*512 kernels , while the latter uses 512*100000 
kernels.

• Keep the variables with high time complexity used in 
forward and backward in memory to save computing 
time


