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Hierarchical Tree Structure (NIST 2007 Datahase)
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* Performance of flat and hierarchical systems are compared in terms of identification rate and error reduction
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Overall 0.64 3.98 5.66
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* A novel hierarchical framework is proposed for language
identification

* The proposed hierarchical structure
» Uses bottom up approach to find the language clusters
» Selects a suitable front end for clustering at each level
» Selects most discriminative features for classification at
each level
Level wise feature selection reduces misclassification at
each level

Future Work:

» Feature selection method for classification

» Evaluation of this framework on most recent and
challenging databases




